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ABSTRACT 
 
 

We studied the radiative transfer and reflectance of potassium chlorate and ammonium 
nitrate contaminated surfaces in mid-wavelength infrared and long wavelength infrared as a first 
important step for solving the detection problem. Our framework is a combination of theoretical-
based radiative transfer (conservation of energy), an empirical approximation for reflectance of 
rough surfaces, and empirical modifications of the target absorption coefficients to account for 
effects of deposition morphology. Our model is formulated such that two-way attenuation (by 
absorption) through the target material is the primary source for spectral features to appear in 
the observed radiance. We obtained excellent results for lab measurements of potassium 
chlorate on rough aluminum, painted aluminum, and an aluminum mirror; good results were also 
obtained for ammonium nitrate on rough aluminum. Ammonium nitrate on painted aluminum 
was more complicated due to spectral correlation between ammonium nitrate features and the 
polymer-coated painted aluminum. Most of the signal energy came from the specular direction, 
hence, the ability of the model to explain off-specular reflection is of lower importance. Good 
specificity was demonstrated against lab data (low probability to misidentify potassium chlorate 
as ammonium nitrate and vice versa). We observed moderate success on field data. 
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RADIATIVE TRANSFER MODEL FOR CONTAMINATED ROUGH SURFACES 

 

1. INTRODUCTION  

The subject of scattering and reflectivity off rough surfaces appears in diverse 
applications such as radar measurements (e.g., reflectivity of sea surfaces) and quality control 
of manufacturing optical surfaces used in different instruments. An extensive literature review 
(171 references) on Bidirectional Reflectance Distribution Function (BRDF) is given by Asmail1. 
Information on scattering theories for scattering from rough surfaces can be found in basic text 
books2-6. In our project we are interested in scattering off rough surfaces in the presence and 
absence of chemical contamination, which is a subject that is of fundamental importance for 
developing a technology capable of detecting the presence of residues of explosive material on 
various surfaces that in general may be considered “rough”. Hence, the objective is to enable 
the detection of contaminated surfaces and furthermore to identify the contamination. In 
practical applications the contamination may also contain morphology (e.g., spots, irregularities) 
which makes it a “rough surface” even if the underlying substrate is perfectly smooth.  

In this work, we studied the radiative transfer and reflectance of potassium chlorate and 
ammonium nitrate contaminated surfaces (or substrates). The wavelength region in this study is 
in mid-wavelength infrared (MWIR) and long wavelength infrared (LWIR). We studied various 
types of measurements in an increasing level of difficulty. We started with a lab experiment for 
potassium chlorate and ammonium nitrate (at 50 and 100 μg/cm2) deposited on a rough 
aluminum surface (off-the-shelf brushed aluminum from Home Depot). The incident radiation in 
the lab was directional and known; the optical constants of aluminum are available in the 
literature. Then, we progressed to potassium chlorate and ammonium nitrate deposited on a 
painted aluminum surface where the optical constants of the painted aluminum are not known 
and contain absorption features (i.e., it is not spectrally as “flat” as the bare rough aluminum). 
Finally, we progressed to field data where the deposited potassium chlorate target is illuminated 
by diffuse atmospheric sky radiance. In the field experiment, we studied a black surface (very 
low reflectivity) and rough aluminum which was coated (unfortunately) with a polymer that 
looked spectrally similar to potassium chlorate. In addition we studied a perfectly smooth 
surface (aluminum mirror) contaminated with potassium chlorate in order to investigate the 
effect of deposition morphology. 

We illustrate the scenario of a contaminated surface illuminated by directional incident 
radiation (incident angle, θi) in Figure 1. This scenario models our lab experiments. The main 
components of the radiance reflected from the contaminated surface are shown with three 
bundles of rays, where the longest ray in each bundle identifies the specular direction (where 
the angle of reflection, θ, is equal to the angle of incidence, θ = θi) and the remaining rays 
represent all other reflected directions (the diffuse reflectance). In red, we show the reflectance 
of the bare rough surface, R0(θ); in blue, the reflectance of the target’s surface; and in green, the 
reflectance for the photons that interacted with the target’s volume. Two types of contributions 
are included within the target’s volume effect: (a) attenuation of incident photons by two-way 
transmission through the deposited material to and from the underlying surface, and (b) re-
direction of incident photons via scattering within the target’s volume (some of these photons 
interact with the rough surface and some do not; all are subject to some level of attenuation due 
to absorption by the target’s volume). The second contribution involves a complicated function 
(known in radiative transfer as the “phase function”) of the material morphology (particle size, 
shape) and also depends on the optical properties of the material. In our study, we will only 
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explicitly address the first contribution (two-way transmission) of the target volume term. Multiple 
reflections between the target and the surface are not shown. In our radiative transfer model 
(Sections 3 and 4) we only account for the transmission volume effect and we neglect scattering 
within the target as well as multiple reflections between the target and the bare rough surface. 

 

Figure 1. Schematic representation of the radiance components from a contaminated rough 
surface. In black, the incident radiation L(θi) at direction θi; in red, reflectance RS(θ) of the rough 

surface where the longest ray represents the specular direction (at θ = θi) and the other rays 
represent diffuse reflectance; in blue, reflectivity R(θ) from the target’s surface where the longest 

ray is at the specular direction; and in green, reflectance from the target’s volume (scattering 
within the volume and transmission through it. 

Detection models are based on constructing a test statistic derived from the probability 
density function (pdf) of the data (e.g., BRDF measurements). The objective is to choose 
between two hypotheses regarding the measured data: H0 and H1. The null hypothesis, H0, is 
that the data does not contain the target-signal of interest (i.e., there is no chemical 
contamination on the surface, hence, H0 is “background” data), and H1 is the alternative 
hypothesis that the data contain the target-signal of interest. Usually it is assumed that auxiliary 
H0 data are available from previous measurements and can be used to aid the detection 
decision. We show that in this study that reliable “clean” background measurements may not be 
available (due to non-uniformity of the surface) and detection may have to rely only on H1 data. 
The detection problem is simply stated as a binary Neyman-Pearson decision problem7: given 
measurement M, should the measurements be labeled as belonging to class H0 or to H1. 
Formulation of the model to explain the measurements M is a first important step for solving the 
detection problem; and is the main thrust of this work. 

 Our objective in this work is to produce a model that sufficiently explains the three 
bundles of energy in Figure 1. That is, given spectral measurements M and a known target 
absorption spectrum α (e.g., obtained from a reference database) we seek a mathematical 
transformation M = ξ(η|α) (reads ξ as a function of η for a given α ) and solve for the parameter 
set η. The transformation function ξ is the model, and mathematically such a transformation 
always exists. Our goal is to find a meaningful model, i.e., a physically based transformation 
function ξ that by being physical it may: (a) capture a smaller size of the many possible 
functions, (b) lend confidence that it is a plausible (i.e., “correct”) model—especially when it 
produces a physical parameter set  , and (c) exhibit specificity to correct input α, that is, given 
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the wrong absorption spectrum as input, the model should fail to fit the data. Ideally, the model 
should also be simple enough so that the optimal parameter set is easily found via numerical 
optimization methods. In our radiative transfer model the equations rely nonlinearly on the 
parameters, and we are not always successful at producing a physical parameter set. 
Nevertheless, a non-physical parameter set does not necessarily invalidate the physical model, 
but may suggest that the model is too simple or that there exists some mathematical non-
uniqueness in the solution. 

Scattering theories for rough surfaces and deposited targets do exist (e.g., see 
references 4-6) but are extremely complicated and in most cases the input required for 
implementing the theory (e.g., statistical characterization of the roughness) are extremely 
difficult to obtain in practice. As an example of the complexity of the contaminated surfaces 
considered in this work, micrographs of potassium chlorate deposited at 50 μg/cm2 on rough 
aluminum are shown in Figure 2. The contamination is irregular in shape, neither uniform nor 
homogeneous. Figure 2 immediately puts in question the feasibility to mathematically 
characterize the morphology of the contamination. Furthermore, we wish to keep the model as 
general as possible so that it may be applicable to contaminated surfaces with different 
deposition characteristics or surfaces with different roughness and spectral behavior. Thus, in 
this study we strive to use an empirical approach (e.g., fitting the measurements with empirical 
equations) in conjunction with basic theoretical principles that leverage scattering theories. 
Hence, our objective is to develop a theory that can be used in practical applications and strikes 
a balance between complexity (derived from theory) and simplicity (derived from empirical 
approach or from the use of simplifying assumptions applied to the theory). 

 

Figure 2. Rough aluminum surface (long horizontal grooves are visible) with potassium chlorate 
deposits (50 μg/cm2). The irregularities of the contamination are clearly seen. The fill factor f is the 

fraction the area occupied by target and is ~0.4. 

 

In our model we ignore multiple reflections (i.e., nonlinear interactions) between the 
target and the bare substrate, and so the basic model equation is a linear combination target 
and background (bare substrate) radiances given by: 

 10)1( MfMfM   (1) 
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where f is the fill-factor of the contaminated surface (i.e., the fraction of the surface area that is 
contaminated), M0 is the portion of the measured signal due to the background (red rays in 
Figure 1) and M1 is the portion of the measured signal due to the contamination (blue + green). 
The reflectance of the contaminated surface (illuminated with incident radiance L) is given by: 

 
10)1( RfRf

L

M
R   (2) 

Where R0 = M0 / L is the reflectance of the bare substrate and R1 = M1 / L is the 
reflectance of the contaminated region (target). Due to the aforementioned complexity of 
modeling scattering phenomena, the scattering contribution of the target-volume effect is 
ignored in our model with only the two-way attenuation contribution (due to absorption) of the 
volume term explicitly modeled. Therefore, the attenuation coefficient due to absorption, α, is an 
important input for the model. 

The remainder of this report is organized as follows. Section 2 presents key scientific 
issues that impacted the development of the model. Section 3 presents the reflectance model 
for contaminated rough surfaces, and results of applying the model to laboratory data. Section 4 
presents theory and results of a radiative transfer model for field data. Section 5 is a summary, 
which includes a list of key innovations and insights, unanswered questions, and future research 
topics. Specific recommendations are called out in Section 6. 

 

2. KEY ISSUES 

The key issues that we are concerned with are:  

 Reflectance (BRDF) of a surface 
o Is it Lambertian? How non-Lambertian is it? 
o What is the difference in magnitude between the specular and the diffuse 

reflectance components? 
o Effect of roughness on surface reflectivity—can we approximate it with a 

simple model?  
 Optical constants for the target as deposited on a surface (effect of morphology) 

and as measured in transmission with a pellet (i.e., the target is “squeezed” to 
form a uniform layer) 

 Fill factor: Can we estimate it? 
 Penetration depth (computed from optical constants) 
 How reproducible is the measured surface reflectivity? Does the non-uniformity 

introduce much variation for the reflectance? 

In Section 2.1 we present theoretical aspects of these issues, and the significance to the 
development of the model. In Section 2.2 we present results of laboratory measurements that 
support some of the theoretical questions raised in Section 2.1. We employ two instruments for 
exploring these main issues: (a) A spectrometer with integrating sphere (integrating over all 
reflectance angles, hence it is not a directional BRDF reflectance) in which we can measure 
either the transmission of the target material that is finely ground and formed into a pellet with 
an inert transparent material (spectra are independent of target morphology) or the reflectance 
of the deposited target on a surface (i.e., with the effect of the deposition characteristics and 
morphology). (b) An ellipsometer with which we measure the directional reflectance R(θ | θi) of a 
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target deposited on a surface. We can control (within some limitations) the incidence and 
reflectance angles of the ellipsometer. We view the ellipsometer reflectance lab measurements 
as closely related to expected reflectance in field data, with the exception that in field data the 
target is illuminated simultaneously from all incident angles by the downwelling atmospheric 
radiation that comes from all directions (with unequal intensity) and in the ellipsometer the 
incidence only comes from one direction. 

2.1 THEORY 

2.1.1 BRDF 

At the beginning of this study, we considered whether or not the rough surface is 
Lambertian. The hope was that if it is Lambertian, then one can simply infer the BRDF from 
measurements of the surface total reflectivity with an integrating sphere spectrometer (RIS), 
where the integrating sphere measurements are given by:
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If the surface is Lambertian, then the BRDF is 

angular independent and not a function of the spherical angles (θ,ϕ), and the BRDF is given by 
BRDF(λ) = RIS(λ)/π. Note, that since RIS integrates over all reflectance angles, it is not possible to 
retrieve the angular dependence of BRDF(θ,ϕ | λ) from a single value of RIS(λ) if the rough 
surface is not Lambertian. It was also noted by Kavaya et al.8 that “It is tempting to assume that 
each target’s θ dependence curve [Kavaya’s target is our rough surface] could be scaled 
absolutely by using the integrating sphere data and the area under the θ dependence curve. 
However, this is not possible for surfaces with general BRDF”. For a given incidence direction 
(say θi), the measured reflectance from a Lambertian surface is BRDF (θ) ∞ cos (θ) (i.e., 
proportional to the cosine of the reflectance angle; see reference 8 for Equation 6, Figure 1a 
geometry). In Section 2.2.1, we compare our BRDF measurements of diffuse gold and rough 
aluminum to the expected Lambertian behavior and show that these two surfaces are far from 
being Lambertian. A brief search in the literature shows9 that even a diffuse gold surface 
(manufactured by Labsphere, North Sutton, NH) was measured to deviate quite a lot from the 
expected ideal Lambertian behavior. The concept of Lambertian surface, while being useful in 
theoretical derivations, is an ideal concept that rarely occurs. 

2.1.2 REFLECTANCE OF A ROUGH SURFACE (DECAY MODEL) 

We now address the more realistic issue of reflectance (BRDF) for a real rough surface. 
Siegel & Howell10 (Ch.5-4.4, p154) notes that as the optical roughness, σ/λ (the ratio of the 
physical roughness standard deviation to wavelength), increases beyond 1, multiple reflections 
occur in the material cavities, hence, the absorption increases and emissivity (by Kirchhoff’s 
law) increases as well. When σ/λ < 1 multiple reflections are reduced and the surface behaves 
more like a smooth surface. However, even for σ/λ < 1 directional properties of the material (and 
especially the BRDF) are significantly affected by the small roughness. Predicting the effect of 
roughness on radiative properties of material (e.g., emissivity) is very difficult, in part due to the 
difficulties in defining the statistical properties and the definition of a “rough surface”. The 
roughness can be defined by root mean squared (rms) value of heights, rms slopes, distribution 
function of the size of roughness, horizontal scale of roughness, autocorrelation functions, etc. 
Therefore, we take a different approach. 

To describe the reflectance of a rough surface we resort to a semi empirical method 
which we based on a theoretical model derived by Baylard et al.11 We empirically extend their 
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derivation for a better fit to our observations. The theory predicts that the reflectance is given 
qualitatively as ρ(n,k | θi) x exp(-αλ-2) where ρ(n,k | θi) is the Fresnel reflectivity (see reference 12 
for Equation 43, p45) for un-polarized radiance at incidence angle θi, n and k are the refractive 
index (real and imaginary parts) of the intrinsic surface material (e.g., aluminum refractive index, 
see Rakic13) and a in the exponential decay function exp(αλ-2) is a constant that is a function of 
surface roughness and incidence angle. The quadratic expression αλ-2

 is related to the optical 
rms roughness of the surface. We found this expression to fit the data poorly with regard to 
wavelength dependence of measured reflectance of rough aluminum. The results of Baylard’s 
theoretical model were focused more on explaining the angular dependence of the reflectance 
at a single wavelength rather than the wavelength dependence of the reflectance at a particular 
angle. In our study, where identification and detection of the target material is done based on 
spectral response, we are interested in the wavelength dependence response of the reflectance 
at a given geometry (i.e., at a set incidence and reflected angles). 

To improve the fit to measured rough surface reflectance data we extended the decay 
function to be more general (using a second order polynomial in wavenumber λ-1) in the form of 
D(a,b,c | λ) = exp(αλ-2 + αλ-2 + c), where the coefficients (a,b,c) are determined by a fitting 
procedure of observed (measured) reflectance data from a rough surface. We did not want to 
deviate too much from Baylard and thus did not add higher order terms (e.g., λ-3 and λ-4). Our 
reflectance model for a rough surface is given by 
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  (3) 

Where ||  || denotes the Euclidean vector norm. Thus, the coefficients are implicitly a 
function of θ and θi. In principle we can obtain the BRDF of the surface if we have data(θ) for all 
angles θ and for all incidence angles θi and then we derive with Equation 3 the roughness 
coefficients (a,b,c) for all angles; hence R(θ) → BRDF (θ,θi). This highlights a disadvantage to the 
semi-empirical approach in that the physical meaning of the decay coefficients is lost, and the 
decay model loses the ability to be predictive. It may be possible with controlled experiments to 
derive an empirical dependence of the coefficients (a,b,c) on θ, θi, and the roughness 
characteristics of the surface. 

The behavior of the exponentially decay function can be explained qualitatively as 
follows. For a perfectly smooth surface the reflectance at the specular angle is given by the 
Fresnel reflectance, ρ(θi), and there is no diffuse reflection (i.e., reflectance is zero at θ ≠ θi). As 
the surface roughness increases, the optical roughness does also, but does so proportionately 
to λ−1 (wavenumber). As the surface appears rougher with respect to the incident wavelength, 
more energy is transferred from the specular direction to other directions. Thus, at the specular 
angle the reflectance of a rough surface should exhibit a loss compared to a smooth surface; 
the loss is greater for shorter wavelengths, and we expect that the decay function should 
decrease as a function of wavenumber. For off-specular (diffuse) angles, there is a gain due to 
the transference of energy from the specular angle; the gain should be greater at shorter 
wavelengths (due to greater optical roughness), and the decay function should increase with 
increasing wavenumber. The quadratic exponential decay function can both increase and 
decrease with wavenumber and therefore mathematically is a good candidate for both specular 
and off-specular angles. Because the effect of roughness is viewed as either a loss or a gain 
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from the reflectance of a smooth surface, we expect R(θ) ≤ ρ(θi) and the decay function to satisfy 
0 ≤ D < 1. Note that for a smooth surface, (a,b,c) → 0, D(a,b,c | λ) → 1, and R(θ) → ρ(θi). In Figure 
3 we show schematically the behavior of reflectance model for a rough surface. The difference 
between the Fresnel reflectance ρ and R(θ) = ρ x D(a,b,c) is the energy that is transferred from 
the specular reflectance direction (coherent scattering) into other angles (diffuse scattering). As 
wavelength decreases and optical roughness increases, more energy is transferred. 

 

Figure 3. Behavior of reflectance model for a rough surface. In black: the reflectance of a smooth 
surface (Fresnel reflectance). In red, the reflectance at specular angle θ  = θi ; in green, the 

reflectance at off-specular angle θ  ≠ θi. 

It is interesting to note that wavelength dependence (at three laser wavelengths: 0.63, 
3.39 and 10.6 μm) for backscatter reflectance from rough metallic surfaces (ratio of rms 
roughness height to wavelength > ¼) was studied experimentally as a function of the incidence 
angle by Cheo and Renau14. The total backscattered wavelength dependence was found to be 
of the form λq where -0.8 < q < -0.4 as a function of incidence angle (20o to 80o). For near normal 
incidence the backscatter reflectance was found to be independent of wavelength (i.e., q  ≈  0). In 
the radar literature Katz15 showed that the reflectance (i.e., the radar cross-section) of land and 
sea surfaces (the surfaces can be viewed as rough surfaces at radar frequencies), on the 
average, follow approximately a λ−1 behavior (although the exponent q in may vary from +2 to 
−6 in individual cases). From theoretical considerations16 radar reflectance would vary inversely 
with transmitted wavelength (as λq, q  <  0) . Radar reflectivity of sea breezes (reference 17, p261) 
exhibited exponents in the range +2 to –4. These observations of wavelength dependency 
(although our wavelength region is far from radar wavelengths) encourage us that the more 
general form of the decay function we adopted empirically may have a stronger underlying 
basis. Note that for small values of (a,b,c) the decay function 

cbacbaD cba    120),,( 1)|,,(   which can express the spectral dependence of rough 
surfaces as observed in radar. More generally, the power series expansion of the exponential 
function can be used to show that our decay function has a dependence on all powers λq, q  ≤  0. 

Multiplicative property of the decay function: Due to the exponential form of the decay 
function, Equation 3, a rough surface that “becomes” rougher (e.g., due to applying more 
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machining processes) can be presented as R(θ) = ρ x D(a,b,c) = ρ x D(a1,b1,c1) x D(a1,b1,c1) = ρ x 
D(a1+ a3, b1 + b2, c1 + c2 ), where (a1,b1,c1) are roughness parameters due to roughness of the 
initial surface, (a2,b2,c2) is the increased roughness parameters that produced the final stage 
roughness D(a,b,c), and the roughness parameters of the final stage are (a,b,c)= (a1+ a3, b1 + b2, 
c1 + c2). It is also interesting to note that mathematically we can reverse the roughness process 
(i.e., we can smooth the rough surface) to obtain ρ = R x D(-a,-b,-c). We remind the reader that 
we do not currently know how to predict the roughness parameters (a,b,c) form physical 
roughness parameters of the rough surface. 

Significance: Modeling the reflectance of a rough surface is the first step towards 
building a model for a contaminated rough surface. In Section 3.2.5 and 4.2.2 we will show that 
auxiliary H0 measurements can be substituted for the theoretical Fresnel reflection, and used 
successfully in the radiative transfer model in the case that n and k of the substrate is unknown.  

2.1.3 OPTICAL CONSTANTS (N,K) AND TARGET’S ABSORPTION COEFFICIENT Α  

The target material is characterized by its complex spectral refractive index n  +  ik. The 
refractive index is an intrinsic property of the material regardless of the morphology (e.g., the 
shape of the target deposits on the surface). The optical constants for the deposited target are 
of general interest for building library of targets and also important as an input to our radiative 
transfer model via the function g∆n (discussed in Section 3); α, the absorption coefficient, is also 
an important input to our radiative transfer model. The optical properties of the target (e.g., 
absorption, scattering, and extinction coefficients) are all complicated functions of the 
morphology of the target (shape, orientation, etc.) as well as of the intrinsic refractive indices.  

Given a target material we can measure its extinction coefficient, αext (extinction is the 
sum of absorption and scattering), via transmission measurements t (h) for a known pathlength 
h: t(h) = exp(-αexth). The typical procedure is to finely grind the target material of mass m in 
grams, dilute it in a potassium bromide (KBr) mixture to create a pellet with cross-section A 
(cm2) and perform transmission measurements, where the average pathlength h is calculated 
from m, A, and the specific density d (g/cm3) of the material (where h = m/(d·A)). However, by 
placing the pellet in the entrance port of the integrating sphere – which detects all forward-
scattered photons – the transmission losses due to scattering are reduced (idea credit to Barry 
Williams). We assume that losses due to scattering into the backward hemisphere (i.e., outside 
of the integrating sphere) are negligible, and that the resulting extinction coefficient is due to 
absorption only. Therefore, αpellet = - ln(t)/h is a good estimate of the intrinsic absorption 
coefficient of the material. The imaginary part of the complex refractive index can be obtained 
from the absorption coefficient via Equation 6 (below) and the real part may be obtained via 
Kramers-Kronig (KK) analysis,18 n = KK(k), discussed further below. If αpellet is an accurate 
measure of the absorption coefficient of the material, then the derived (n, k) will be good 
estimates of the intrinsic refractive index of the material. 

In our study, the material of interest is deposited non-uniformly with some morphology 
onto a rough surface. The morphology of the deposited target depends on the deposition 
technique, the material physical properties (such as viscosity, temperature, etc.), and the 
physical properties of the surface (e.g., surface tension). This will affect the optical properties of 
the material, including its absorption coefficient. Given knowledge of the morphology and the 
intrinsic (n, k) indices in principle would allow computation of absorption (and extinction) 
coefficients of the deposited material. However, due to lack of knowledge and the complexity of 
such a computation, we wish instead to measure the absorption coefficient of the deposited 
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material to obtain a more appropriate estimate of the absorptivity than is given by the KBr pellet 
method (which is largely morphology-free).  

Our approach for obtaining α from a contaminated surface is as follows. Reflectance 
measurements, R, of the contaminated rough surface are made in the integrating sphere. 
Because the integrating sphere captures all scattered photons, the losses are due only to the 
reflectivity of the substrate, the reflectivity of the target, and the two-way attenuation (by 
absorption) from the volume of the deposited material. We assume that the reflectivity of the 
target is negligible and therefore only red and (a portion of) green rays in Figure 1 contribute to 
the measurements. Under these conditions, (2) can be written as  

 )1()1( 2
0

2
00

hh fefRefRRfR     (4) 

where e-2αh is the two-way attenuation dependent upon the average pathlength h through the 
material, R0 is the reflectance of the bare substrate, and f is the fill factor. Although it may be 
possible to determine f and R0 from auxiliary measurements, in practice f, R0, and h are not 
known. Since neither h nor α is known, the best one can hope for is to solve for the combined 
unknown αh. This is an ill-posed problem, and additional constraints or assumptions must be 
imposed to make the problem tractable.  

The first simplifying assumption is that the optical depth of the material is small (2αh << 
1) so that the exponential may be linearized, obtaining R R0 (1-2αhf). Since f ≤ 1, it must be 
that 2αh << 1 and, therefore, R R0e

-2αhf, which can be verified with a first-order Taylor 
expansion of the exponential. Physically, this simplification says that if the optical depth is small, 
there exists an equivalent film with a fill factor of 1 and a reduced thickness equal to hf.  

The second assumption is that the substrate reflectance, R0, may be estimated from a 
baseline fit, B, to the negative logarithm of the reflectance. Taking the negative log of R R0e

-2αhf

 
one obtains -ln(R) -ln(R0) + 2αhf.  

We assume that the smooth baseline regions around absorption peaks correspond to 
regions where α is small, and that a baseline fit derived from these regions approximates the -
ln(R0) term. Fitting a baseline is subjective, and requires identification of spectral bands that lack 
absorption features to use in the fitting (we identify spectral bands that lack absorption features 
via inspection, guided by previous measurements of αpellet). It also requires assuming a 
functional form for the baseline. We are guided by the decay model (Section 2.1.2) and use a 
quadratic polynomial with respect to wavenumber to fit the baseline, B; the goal is for B = -ln(R0). 
Note that if the Fresnel reflectance of the bare substrate, ρ0, is known, then  -ln(R)= -ln(ρ0) – 
ln(D) + 2αhf can be rearranged to read -ln(R) + ln(ρ0) = -ln(D) + 2αhf, where the left-hand side is 
known. A baseline fit with a quadratic polynomial performed on -ln(R) + ln(ρ0) is then an 
approximation of the decay function. Also, note that a baseline by its very definition is smooth; 
sharp spectral features present in the substrate reflectance will likely be attributed to 
absorbance from the target. Conversely, it is possible that smooth or very broad absorption 
effects are erroneously captured in the baseline and, therefore, it will only be approximately true 
that B -ln(R0). The baseline-subtracted measurements -ln(R) – B 2αhf may be solved for the 
combined term αhf. This quantity has the correct spectral shape, but it is not in the correct units 
of cm-1. To determine an estimate of hf and, therefore, obtain a quantitative α in cm-1, we identify 
a similar spectral feature common to both αpellet and αhf. We assume that for this spectral feature 
α({1/λ0}) = αpellet({1/λ0}), where we use the notation {1/λ0} to denote all the wavenumbers that are 
within the common feature. The solution for the unknown product hf is given by, 
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where E{1/λ0}[·] is the expectation operator (mean) taken over the set of wavenumbers {1/λ0}, or 
can be solved as a least-squares problem; note that more than one spectral feature may be 
used. The final solution for α is given by α = (-ln(R)-B)/(2hf), where hf is given by Equation 5.

 
With α in the units of cm-1, we can obtain k (Equation 6, below) and n = KK(k). We view 

the refractive index n as an “effective refractive index” in the sense that it “captures” the effect of 
the morphology of the target and thus may be better suited for modeling the specific scenario 
(using the g∆n term that is introduced in Section 3.1.1). If we cannot find a specific common 
feature to calibrate α, then other choices are possible, for example, by requiring the vector norm 
of α and αpellet to be identical. Error in this calibration procedure will cause the estimate of α to 
have the wrong magnitude; if the magnitude is overestimated, resulting estimates of the mean 
target height, h, inferred from α will be underestimated. If the magnitude of α is underestimated, 
the inferred value of h will be too large. Even if some error is suspected in the calibration 
procedure, we feel that the calibration procedure is still justified, in that it will at least produce 
values with the proper order of magnitude. Further, for detection and identification purposes, 
having the correct spectral shape is more important than having the correct magnitude, and a 
poor calibration will still preserve some important spectral features of the target material and its 
morphology. Results of the calibration procedure applied to potassium chlorate on rough 
aluminum (and of a slightly modified procedure applied to ammonium nitrate) are presented in 
the results Section 2.2.3. 

Significance: If αpellet is close enough in spectral shape to the observed spectrum from 
the deposited material, then it may be successful in modeling the reflectance from contaminated 
rough surfaces. The advantage of this is that a single measurement of αpellet per material of 
interest might then be sufficient to populate a reference database. On the other hand, if the 
effects of the deposition morphology are strong, α may be needed for more accurate modeling of 
the observed reflectance. Since there may be many different morphologies, this approach would 
require an expanded reference library with more than one reference spectrum per material.

 

Kramers-Kronig Relations: The Kramers-Kronig relationship is a statement of causality 
between the real and imaginary parts of the complex index of refraction, n  +  ik. For 
homogeneous medium (without internal scattering) the imaginary part of the refractive index is 
given by (see reference 18, Equation 2.52) as  

 

4

k
  

(6) 

where α (cm-1) is the absorption coefficient (i.e., no losses due to scattering) and λ is wavelength 
(cm). The real part of the refractive index is given by 
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where 1n , min  and max  denote the minimum and maximum wavelengths available in 
the data (the measured spectrum k; in this study that range is ~500 cm-1 to ~4000cm-1), 

    




max

min

221 '')'('2 dkn  (the second term from the second line of Equation 7 is 

directly computable from the data, and e is a scalar constant that is the energy that may not be 
directly computed due to lack of data (the first and third terms from the second line of Equation 
7. However, e may be estimated, for example, by knowing the value of the refractive index, n(λ0), 
at a reference wavelength (e.g., for potassium chlorate the refractive index is 1.408035 at 1/λ0 = 
16969.3 cm-1, which is the sodium D line), we can write Equation 7 as ennn  )( 0  and 

solve for e. Knowing e, n(λ) may be computed for any wavelength between min  and max .  

We note that for irregular non-uniform and inhomogeneous material (see potassium 
chlorate target on aluminum in Figure 2 using Kramers-Kronig relationship with Equation 6 is 
problematic, but we do not have an alternative, and when we measure spectral transmission 
with an integrating sphere spectrometer (from which α is deduced), we do indeed measure only 
absorption losses (the integrating sphere collects all scattered energy). Thus, using Equation 6 
is somewhat justified in the sense that it is some “effective α” for the material. Note that if k is 
multiplied by a constant, the resulting n will also be multiplied by that constant. 

2.1.4 FILL FACTOR (F) AND AVERAGE THICKNESS (H) 

When the target is visible in the image (e.g., Figure 2) imaging processing tools such as 
morphological operators (opening, closing, dilation and erosion) can be used to enhance the 
image and to compute the fill factor (fraction of area covered by the target). 

Knowing the density d (g/cm3) of the target, the deposit surface concentration dS (g/cm2) 
of the surface, and the fill factor f, we can estimate an average thickness (in cm) as h=dS/(fd). 
This average thickness (as a rough estimate) can be compared to penetration depth and give us 
an indication to the importance of incident photons completely penetrating the target. From 
known characteristics of the deposition process, it is expected that the average thicknesses of 
our samples will be less than a few microns. 

2.1.5 PENETRATION DEPTH 

The issue of penetration depth is connected to the relative importance of the two-way 
attenuation contribution compared to the scattering contribution in the target volume term (green 
rays in Figure 1). The penetration depth z at which transmission of radiation traveling 
perpendicularly through a layer of thickness h reaches 37.0/1 e  is simply given by the 
reciprocal of the absorption coefficient of the material (Ref 19, p268), i.e., for a homogeneous 
medium 

 k
z




 4

1
  (8) 

Due to conservation of energy, whatever portion of radiation that is not transmitted has 
the potential to be either scattered or absorbed; comparing penetration depth (which relates to 
absorption) to the expected thickness of the material establishes whether the scattering portion 
is expected to be significant. If the penetration depth is very small, then two-way attenuation 
term will be small, meaning that the term we ignore in the radiative transfer model (the 
scattering portion of the volume effect in Figure 1) is more likely to be important.  
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Note that if a perfectly reflective surface is located at the penetration depth, the total 
fraction of radiation leaving the layer due to two-way attenuation is ~10%. 

Significance: if z >> h where h is the thickness of the deposited target material, then 
nearly all of the incident radiation will interact with the substrate and one can expect (for a highly 
reflective substrate) that much of the measured signal from the contaminated surface will be 
due to two-way transmission (in and out of the material). 

2.1.6 UNIFORMITY OF ROUGH SURFACES  

We do not think that one can expect that the underlying surface will be uniform and can 
be sampled from another independent location (H0 scenario), and be applicable without 
modification to the H1 scenario. The aluminum substrate that was used in this study is neither 
isotopic in its roughness features (e.g., there are long grooves etched in the Home Depot 
material) nor it is it homogeneous.  

Significance: If H0 cannot be obtained reliably, detection decisions must either on H1 
measurements only, or there must be a mechanism to allow for the H0 measurements to be 
modified so that the inherent variability has less impact. We will demonstrate in Section 3.2.5 
and 4.2.2 that the decay model can allow the use of auxiliary H0 measurements. 

2.2 RESULTS 

2.2.1 BRDF FOR GOLD AND ALUMINUM  

Our objective is to evaluate how Lambertian or specular (see Section 2.1.1 for 
definitions) the reflectivity of a surface is. If the surface is Lambertian then its BRDF is not 
angularly dependent, and it can be easily deduced from reflectance measured with the 
integrating sphere. If the BRDF is highly directional (close to specular), then it greatly simplifies 
the radiative transfer model (Equations 9, 10, and later Equation 11) where most of the 
information on the target’s presence would be determined by two-way transmission of the 
incidence radiation measured at the specular reflectance angle. From the ellipsometer 
directional reflectance measurement R(θ) where θ is measured in the specular plane (the plane 
spanned by the incidence and the specular reflectance, defined as the ϕ = 0 plane) we 
reconstructed (for illustrative purposes) the complete BRDF (θ,ϕ). We assumed azimuthal 
symmetry with regard to (θ,ϕ), i.e., same reflectance for any combinations of (θ,ϕ) for which the 
scattering angle is the same (see reference 20, Equation 3.4.7). 

In Figure 4 (left plot) we show the ellipsometer measurements (at ϕ = 0) for a diffuse gold 
surface (Pike Technologies, Madison, WI) and the predicted reflectivity of a Lambertian surface 
as a function of the reflectance angle (∞ cos(θ)). The BRDF is an average BRDF for wavelength 
range 4 to 7µm. The figure clearly shows that the diffuse gold is not Lambertian, nor is it entirely 
specular. Note that the peak is slightly shifted from the specular position (60°), this slight shift is 
not due to measurement error but can be explained theoretically21 based on the geometry of 
mirror-like facets that are used to model the rough surface.  In the right plot of Figure 4, the 3D 
reconstruction is shown. The Lambertian prediction is shown as a sphere (the distance between 
the gold surface and the envelope of the sphere follows a cosine dependence). The 
reconstructed BRDF clearly deviates from being Lambertian, even for a specially made diffuse 
gold surface. Hence, we do not think that other rough surfaces will be found to be Lambertian, 
and the integrating sphere is unlikely to be able to directly provide an estimate of the BRDF.  
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Figure 4. BRDF for a diffuse gold surface measured (Pike Technologies, Madison, WI). Left: 
measured reflectance (blue dots) in the specular plane as a function of reflectance angle and 

predicted Lambertian reflectance (in solid grey). Right: reconstructed 3D BRDF (ellipsoidal shape) 
with predicted Lambertian response (gray sphere). 

 

 

Figure 5. BRDF for Home Depot rough aluminum surface. Left: measured reflectance (blue dots) in 
the specular plane as a function of reflectance angle and predicted Lambertian reflectance (in 

solid grey). Right: reconstructed 3D BRDF. 

In Figure 5 we show the measured and reconstructed BRDF of the rough aluminum. The 
figure shows that the measured BRDF is vastly different than that of a Lambertian surface, with 
an intense specular peak (~×20 more intense relative to off-specular directions). The figure 
shows that most of the angular reflectance occurs within a narrow cone (~±5°) around the 
specular direction (60°). 

2.2.2 ANGULAR REFLECTANCE FOR ROUGH ALUMINUM (DECAY MODEL) 

We used our rough surface reflectance model (Equation 3) to fit the angular reflectance 
measurements of bare aluminum (measured with ellipsometer). The Fresnel reflectance ρ0 at 
incidence angle of 60° for aluminum was computed with refractive indices taken from Rakic13. In 
Figure 6 we show the ellipsometer rough surface reflectance measurements at various incident 
and reflectance angles. The left plot shows specular reflection and two off-specular angles (56° 
and 64°) for 60° incidence. The right plot shows results at incident angle 32° and two off-
specular angles. Model results (dotted black curves) fit the data well: in all cases the residual is 
less than 02.0 reflectance units.  
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Figure 6. Results of fitting the decay model to angular reflectance for rough aluminum. 

The roughness coefficients (a,b,c) for the model when applied to 60° incidence are 
(−1.50·10-8, 7.71·10-5, 0.0665) for the specular direction, and (−1.76·10-7, 1.83·10-3, −5.86) and 
(−2.29·10-7, 2.25·10-3, −7.02) for the off-specular directions of 56° and 64°, respectively. For 32° 
incidence, the roughness coefficients are (4.21·10-8, −3.11·10-4, 0.190), (−1.45·10-7, −1.53·10-3, 
−5.26), and (−1.83·10-7, 1.69·10-3, −6.37) for reflectance angles 32°, 28°, and 36°, respectively.  

2.2.3 ABSORPTION COEFFICIENTS FROM ROUGH CONTAMINATED SURFACES  

Measurements of potassium chlorate and ammonium nitrate at 50 μg/cm2 deposited on 
rough aluminum were made in the integrating sphere. Figure 7 shows results of the calibration 
procedure for potassium chlorate, and compares the resulting α and αpellet. An absoprtion feature 
at 1900 cm-1 with identical shape in the reflectance measurements and in the KBr pellet 
measurements was used to calibrate the absoprtion spectrum, according to the procedure in 
Section 2.1.3. Overall, the spectral shape of α and αpellet for potassium chlorate is similar, 
however, for the strongest feature (which occurs in the LWIR region at around 970 cm-1) there 
are some clear shape differences. Whereas αpellet shows one major peak (with a small 
secondary feature at 940 cm-1), α shows a clear doublet (peaks at 935 and 995 cm-1). This 
difference in spectral shape may be explained by the combined effects of anomalous dispersion 
and surface roughness, which can cause a single absorption peak to appear as a doublet when 
measured in reflectance (see reference 5, Ch. 11, p306). The insets in the bottom of Figure 7 
shows spectral response from 800-1200 cm-1, which is the LWIR region where there is a major 
absorption feature for potassium chlorate, and the common feature used for calibration at 1900 
cm-1.  
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Figure 7. Top: Integrating sphere measurements of reflectance for potassium chlorate deposited 
on rough aluminum shown in log-space (red); baseline wavenumber-regions (yellow) and baseline 
estimate (green dotted curve) also shown. Bottom: αpellet and the calibrated α are plotted in red, and 

green, respectively.  

Figure 8 shows the results of calibrating an ammonium nitrate reflectance spectrum. The 
procedure in Section 2.1.3 was slightly modified due to a baseline present in αpellet. Prior to 
calibration, a baseline fit to the pellet absorption spectrum, Bpellet, was found. Calibration was 
then performed with respect to αpellet - Bpellet using least squares on the three sharp absorption 
features present in both pellet and reflectance spectra (from 750 to 1075 cm-1). The pellet 
baseline was then added back into the solution α : α → α + Bpellet. This modified procedure gave 
a closer correspondence between the α and αpellet spectra. Overall, the spectral shape between 
the two is similar, with the most significant differences appearing at 1200-1500 and 2800-3300 
cm-1. In the LWIR region the spectra are very similar. The inset in the bottom plot of Figure 8 
shows three sharp spectral features (in the LWIR region) that were used for calibration. 
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Figure 8. Top: Integrating sphere measurements of reflectance for ammonium nitrate deposited on 
rough aluminum shown in log-space (red); baseline wavenumber-regions (yellow) and baseline 

estimate (green dotted curve) also shown. Bottom: αpellet and the calibrated α are plotted in red, and 
green, respectively.  

The refractive indices of ammonium nitrate measured using the KBr pellet method 
compare favorably to literature values22 in terms of spectral shape, however, the magnitude of 
the imaginary index, k, was about a factor of 80 smaller than the literature value. For potassium 
chlorate, we observed estimated values of k that were an order-of-magnitude too small 
(compared to in-house polarimetric ellipsometry measurements). We speculate that in the KBr 
method, the ammonium nitrate and potassium chlorate particles were not ground finely enough, 
causing diffraction around the particles. As a result, the incident light in the transmission 
measurements did not interact with the entire mass of material in the pellet, causing the 
estimated αpellet (and therefore k) to be too small. This will impact estimates of the penetration 
depth (Section 2.2.5) and the average thickness of the target material inferred by the radiative 
transfer model (Sections 3 and 4), causing values that are too large.  

2.2.4 FILL FACTOR AND AVERAGE THICKNESS  

With image analysis techniques we enhanced the contours of the potassium chlorate 
deposited on rough aluminum. By counting the number of target’s image-pixels above a given 
threshold we deduced that the fill factor for surface concentration of dS = 50 µg/cm2 was f  0.4. 
The average thickness is estimated to be on the order of  )/( fddh s 0.5 µg where the 

potassium chlorate density is d = 2.34 g/cm3.  

2.2.5 PENETRATION DEPTH  

The penetration depth (Equation 8) for potassium chlorate and ammonium nitrate are 
shown in Figure 9. Two curves are shown for each material: penetration depth derived from 
integrating sphere measurements αpellet; and penetration depth computed after multiplying αpellet 
by a factor to account for the observed magnitude discrepancies in the measured value of k 
using the pellet method (see Section 2.2.3). The figure shows that the penetration depth for 
potassium chlorate is larger than a few microns for the majority of the spectral range. The 
minimum penetration depth for potassium chlorate is about half a micron near 970 cm-1. From 
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the previous section, the expected thickness of potassium chlorate is also around half a micron. 
Thus, at the absorption feature near 970 cm-1, it is less likely for the two-way attenuation 
contribution to dominate the scattering portion of the potassium chlorate volume term (green 
rays, Figure 1). On the positive side, since a small proportion of radiation reaches the substrate, 
it is less likely for spectral features associated with the substrate to contaminate the potassium 
chlorate spectral features at this wavelength range. Penetration depth for ammonium nitrate is 
qualitatively similar as for potassium chlorate: for most wavelengths, the penetration depth is 
larger than a micron (1x10-4). The minimum penetration depth occurs at 1500 cm-1 at 
approximately 0.2 μm. 

 

Figure 9. Penetration depth, z, of potassium chlorate (left) and ammonium nitrate (right). Two 
curves are shown in each plot to represent the magnitude discrepancy using the KBr method (see 

Section 2.2.3). 

These results give us the expectation that neglecting the volume scattering term in our 
radiative transfer model (Sections 3 and 4) should be reasonable for these materials at the 
concentrations studied.  

2.2.6 UNIFORMITY OF ROUGH ALUMINUM  

Reflectance integrating sphere measurements for the rough aluminum at different 
orientations and samples of the rough aluminum produced variability of up to 6%) in magnitude. 
The spectral shape did not change much. The measurements are shown in Figure 10 (left). 
While these total reflectance measurements exhibit relatively small variations, directional 
reflectance measurements (measured with ellipsometer) exhibited large variations (tens of 
percents) and also large differences in spectral shape (see right plot of Figure 10). We therefore 
caution against assuming that H0 spectral signature can reliably be transferred from one location 
to another. 

1000 2000 3000 4000
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

P
en

e
tr

at
io

n 
D

ep
th

 (
cm

)

Wavenumber

 

 

z = 1/
pellet

z = 1/(
pellet

10)

1000 2000 3000 4000
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

P
en

e
tr

at
io

n 
D

ep
th

 (
cm

)

Wavenumber

 

 
z = 1/

pellet

z = 1/(
pellet

80)



 

19 

 

Figure 10. Reflectance due to non-uniformity of rough aluminum. Left: total reflectance measured 
with integrating sphere. Right: angular reflectance measured with ellipsometer. 

 

3. RADIATIVE TRANSFER FOR A TARGET ON ROUGH SUBSTRATE IN LAB 
EXPERIMENT 

In this section we describe two basic radiative transfer models for explaining observed 
reflectance scattering at an angle   from a contaminated rough surface when the sample is 
illuminated by a directional source (incidence angle θi). Section 3.1 presents the models, and 
Section 3.2 shows application of the model to laboratory data. 

3.1 THEORY 

We present two basic models (Equations 9 and 10) for the reflected radiance at angle  
from the contaminated surface: (a) for a scenario for which we neglect the contribution from 
reflection off the target’s surface, hence we only account for the red and green rays in Figure 1, 
and (b) when we include reflection off the target’s surface, hence we take into account the red, 
blue, and green rays (only neglect multiple scattering effects and the scattering portion of the 
target volume term). We prefer to use the simpler model due to better numerical properties 
(ease and stability of computation). However, in certain limiting cases the simple model breaks 
down, for instance, when the height of material is very large or when the underlying substrate is 
completely specular. In these cases, off-specular radiation can only originate from surface and 
volume scattering. Surface reflection is only incorporated into the second model.  

Even though mathematically the simple equation breaks down in certain limiting cases, 
there is an equivalency (to be explained in the next section) that allows the simple model to still 
perform well. In our experience the simple first model is sufficient in analyzing the limited data 
available to us. Note also, that because even rough surfaces can be close to specular, the 
specular direction has a higher signal-to-noise ratio and is rich in spectral features. This is 
another reason why the first model may be sufficient in practice. 

Neglecting reflection off the target’s surface (blue rays in Figure 1) is justified when the 
underlying rough surface (e.g., aluminum) is much more reflective than the target (e.g., larger 
refractive indices for the surface) and the optical depth of the target is small. For a small optical 
depth, the contribution of scattering events within the target layer should be negligible compared 
with the contribution from the two-way attenuated incidence that penetrates the target. The 
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simpler model is preferable because it has fewer parameters to be solved for in the numerical 
optimization procedure. 

3.1.1 RADIATIVE TRANSFER MODEL WITHOUT TARGET’S REFLECTANCE 
CONTRIBUTION  

The reflectivity )(/)()( iLMR    of a contaminated surface at reflectance angle   

when the surface is illuminated with a strong directional source )( iL   and the reflectance from 
the target’s surface is neglected is given by a linear mixture model (Equation 2) as: 
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where h is the approximate target thickness (see next paragraph for details), α is the target’s 
absorption coefficient and the reflectance of the bare rough surface, R0(θ), is given by Equation 
3 as a function of the surface refractive indices (n0,k0) and the decay model fitting parameters 
(a0,b0,c0), Δn is given by the Kramers-Kronig analysis as described in Section 2.1.3, and g is the 
“dispersion factor.”  

The exponential term in the first line of Equation 9 is the transmission, or two-way 
attenuation of photons through the target material and reflected off of the bare substrate, but it 
requires a more detailed explanation. First, the sum of inverse cosines represents the 
lengthening of the path due to a non-normal viewing geometry: incident photons propagate 
along θi to the substrate along the incident direction through the material; photons reaching the 
sensor reflect off of the substrate with a slant path through the material along the direction θ. 

For specular geometry, θ = θi and   )cos(/2)(cos)(cos 11
ii hh    . The inverse 

cosine terms are only a first order approximation to the true path through the material, since the 
propagation direction through a medium is modified by the refractive index (through Snell’s law) 
which is wavelength dependent. Computing the exact propagation in a medium where the 
imaginary refractive index, k, is not zero is problematic12,23-25 because the propagation angle in 
the material is complex in an absorbing medium; mathematically this represents the 
inhomogeneity effect23,25 where planes of constant phase and planes of constant amplitude in 
the electromagnetic wave lie in different directions. 

If 0 i  (normal geometry), or if 1n , then the transmission pathlength 

 )(cos)(cos 11   ih  is correct, and h can be interpreted as the height or thickness of the 

material. Otherwise, the cosine terms will not represent the correct propagation direction, and 
the value of h will have to compensate for this error. Therefore, the solution value of h given by 
the model may not be directly interpreted as the material thickness, although the combined term  
 )(cos)(cos 11   ih  will represent the average pathlength through the material (where the 

average is over wavelength). The materials of interest are conventional materials with 1n  (the 
refractive index of the surrounding medium, air, is 1), and thus the lengthening of the path 
represented by )(cos)(cos 11   i  will be an overestimate, and h will tend to underestimate the 

true material height. If n is not too much bigger than 1, and/or the incident and output angles are 
not too far removed from normal, the average path-error adjustment incorporated into h by the 
model fit will be small. Also, the quantity Δn (see Section 2.1.3) gives the change in refractive 
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index with wavelength (dispersion) referenced to a particular value. If   )(cos)(cos 11  ih  

is the average optical depth through the material, then   ngh i    )(cos)(cos 11  includes 

wavelength-dependent adjustments to the optical depth, where the g parameter controls the 
strength of the dispersion effect. We chose to write the term as   ngh i    )(cos)(cos 11  

instead so that ng  would disappear in the limit of 0h  (no target material present). Note that 
initially we were motivated to include the g∆n term for empirical reasons (it greatly improved the 
fit of the model applied to potassium chlorate data, see Section 3.2.1) before realizing the 
(qualitative) physical interpretation. We had also attempted to use the Yang and Liou25 
approach (which avoids complex propagation angles in Snell’s law) to compute the wavelength 
dependent pathlength, however, the results were less good (with regard to fitting the data) than 
using the gΔn term. 

The fact that the gΔn term is more effective raises the question, why? The gΔn approach 
qualitatively corrects for wavelength-dependent dispersion, but in a less rigorous way than the 
approach of Yang and Liou. The gΔn term may be compensating for other effects that are 
ignored in the simple model, for example, scattering by the target volume. Since the probability 
of scattering depends on the pathlength through the medium, and the gΔn term relates to the 
pathlength through the medium, the gΔn term may be able to approximate gains and losses due 
to scattering. Thus, although we do not include any terms to explicitly model the scattering 
contribution of the target volume effect (see Figure 1 and associated discussion in Section 1) we 
believe that the model implicitly has the ability to account (for some portion of) target-scattered 
photons. In light of this thought, it is natural to wonder if ng  may be interpreted as the 
extinction coefficient, αext, and gΔn as the attenuation coefficient due to scattering, αscat. However, 
immediately it can be seen that this cannot be the case, since physically 0scat  but gΔn may 

have both positive and negative elements. It is tantalizing, though, that there may be a 
connection between such a simple function gΔn and scattering, which usually requires 
complicated theories. 

Another reason why only using α in the transmission term (instead of αext) is working well 
may be due to a balancing of energy. The absorption coefficient, α, overestimates the amount of 
transmission, but at the same time we neglect scattered photons within the material (some of 
which are compensated for by the gΔn). Therefore, the total error is smaller than might 
otherwise be expected.  

We note that a paper by Toll,26 which shows that a perfect filter cannot exist due to the 
constraint of causality, provides an interesting alternate interpretation of the gΔn term. When 
one frequency is absorbed by a filter all other frequencies are affected and phase shifts of all 
other frequencies must take place in order to comply with causality (i.e., no output can exist 
before an input occurred). The phase shifts ensure destructive interferences that will annihilate 
all output waveforms in the time domain for times prior to the input occurrence. An absorbing 
medium (e.g., the potassium chlorate target) can be viewed as a “filter” where some frequencies 
(wavelengths) are absorbed. Thus, following Toll’s argument of “no ideal filter exists” other 
wavelengths must incur phase shifts. The mechanism to produce phase shift for wavelengths is 
with the refractive index that indeed force optical phase shifts (change in phase velocity and 
therefore path through the material). Thus, we interpret our function gΔn as being able to 
introduce the “proper” phase shifts.  

We note that Equation 9, as written, goes to zero if θ ≠ θi and the substrate is perfectly 
specular. In this case, off-specular photons can only come from target surface reflection and 
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volume effects that are ignored. In the volume scattering term, there are forward-scattered 
photons that change direction, and are specularly reflected by the smooth surface, but along a 
different direction. These photons are then measured as off-specular photons that were subject 
to two-way attenuation with a different pathlength through the material. Therefore, they can be 
thought of as if they were photons that were scattered by the rough surface instead of by 
volume scattering. This equivalence means that Equation 9 can numerically represent off-
specular reflection even for smooth surfaces (demonstrated in Section 3.2.4).  

 A deficiency of Equation 9 is that when the target thickness is very large, the 
exponential term goes to zero (optical depth is proportional to thickness of the material), and 
thus )()1()( 0  RfR h    , which is independent of the target. Thus, though this simple 

model is attractive it may not be applicable if there is too much material deposited on a 
substrate. To avoid this limitation, we add another term to Equation 9 include reflectance from 
the target, presented in the next section. 

3.1.2 RADIATIVE TRANSFER MODEL WITH TARGET’S REFLECTANCE CONTRIBUTION  

When the reflectance due to the target’s surface (blue rays in Figure 1) is added to 
Equation 9 we obtain a slightly more complex radiative transfer model. We assume that the 
target can be viewed as a rough surface (see Figure 2) due to its complex morphology. Thus, 
we can conceptually model the reflectance of the target, Rt, using Equation 3) and target 
refractive indices ),( kn . The radiative transfer model becomes, 
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(10) 

This simple radiative transfer model includes the contribution from the target’s surface 
but does not include scattering contributions from within the target (although the discussion 
regarding an equivalence between forward scattered photons and transmitted photons—and the 
presence of the gΔn term—may allow some portion of the within-target scattering to be 
accounted for). To explicitly model scattering within the target one needs to employ scattering 
functions, a difficult task that involves information on shape and size of the target’s particles. We 
chose to keep the model as simple as possible. Note that when 0tR , Equation 10 → 

Equation 9. This model is appropriate for off-specular angles )( i  as well as for specular 

angles )( i  . 

The parameter set  ttt cbacbaghf ,,,,,,,, 000  are unknowns to be solved for 

(discussed in the next section) and are scalars. The model inputs ),,,,( 00 knkn  and the data, 

R, are spectral vectors. 
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3.1.3 SOLUTION OF THE RADIATIVE TRANSFER MODEL 

The objective of the model is to explain observed reflectance data with an emphasis on 
representing the spectral fingerprints of the target of interest. We wish to solve for the optimal 
set of parameter values (the solution), η, such that the model output and the observed 
reflectance data are identical. The number of spectral bands (typically >100) is greater than the 
number of unknowns (6 parameters in the case of Equation 9 and 9 parameters in the case of 
Equation 10); therefore, we have an overdetermined system of nonlinear equations. However, 
due to noise and model errors the system of equations is inconsistent and must be solved in a 
least squares sense. Consequently, applying the model is a problem of multivariable nonlinear 
function minimization. 

There are many numerical routines that can be applied27-28, however, the problem is 
hard suffering from the presence of local minima, saddle points, numerical instability, ill-
conditioning, and non-uniqueness; these problems are more troublesome as the number of 
unknowns increases (the “curse of dimensionality”). Results are dependent on the solution 
method and the starting point (the initial solution). The problem is made more difficult if the 
expected physical constraints on the parameter values are applied: the fill factor should satisfy 0 
≤ f ≤ 1; the height, h, should be positive but attain a “reasonable” value (e.g., submicron range 
for potassium chlorate contamination 2/100 cmgds  ); and the decay terms should satisfy 

10  D  and 10  sD  (see Section 2.1.3). Failing to obtain a physical solution puts in 

question the validity of the model, but even non-physical parameter values do not necessarily 
invalidate the results of the radiative transfer model. A non-physical parameter set means that 
solution values are not interpretable (e.g., if the solution value 0h , then clearly it cannot be 
viewed as the thickness of the material) but may suggest that the model is too simple (e.g., in 
the case of 0h  it could be that the model is approximating terms that are ignored such as 
surface reflection or volume scattering from the target when using Equation 9) or that there is 
error in the input values. An equivalent or better solution where the physical constraints are 
imposed may exist, but just not found by the numerical optimization routine. In addition, there is 
a relationship between the variables where, for example, an increase in h can be compensated 
for (somewhat) by decreasing f. These types of interrelations contribute to the mathematical 
non-uniqueness in the radiative transfer model. 

We note that if reliable auxiliary measurements or a priori information is available, it may 
be possible to fix some parameters at known values, and optimize over a smaller subset of the 
parameter set, η. For example, with reliable H0 measurements, R(θ | f = 0), roughness 
coefficients (a0,b0,c0) could be found that would allow only optimizing the parameter subset {f, h, 
g} (in the case of Equation 9). However, due to the potential non-uniformity of rough surfaces 
(see Section 2.2.6) it may be wiser to simply use these values to populate the initial solution, 
and optimize over the full parameter set. A priori information (such as height h being less than a 
micron) can be incorporated into bound constraints applied to the solution. 

We used two numerical methods for solving the radiative transfer model: fminsearch (a 
built-in MATLAB function that uses the Nelder-Mead simplex algorithm29), and we implemented 
an optimization package based on the Newton-Raphson method. In the Newton-Raphson 
method bound constraints on the parameter set, η, may be applied in the optimization 
procedure to ensure physical values for f and h, or to limit the range of any of the parameters; 
fminsearch is an unconstrained method. We also attempted to use the constrained version of 
fminsearch (called fmincon, from MATLAB’s optional Optimization Toolbox), but it did not 
perform as well. 
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3.2 RESULTS 

In this section we present results of applying the model to lab-measured reflectance 
data. There are many ways one can quantify the goodness of fit between the model and the 
data. We chose two figures of merit: (a) rms least-squares error and (b) a matching angle, ψ, 
between the model and the data spectral vectors. In many detection algorithms7 (e.g., a 
matched filter) the algorithm’s performance depends on an angle between the two vectors 
(usually computed in a weighted coordinate system with a specified origin). If the angle is small, 
the measurements are labeled as H1 (target is present). The ideal detection performance is for 

 0 .  

We compute the rms error metric from all wavenumbers (600-4000 cm-1), thus it is a 
good indicator of overall model fit. Unless otherwise noted, the matching angle, ψ, is computed 
only from 750-1200 cm-1, which overlaps the LWIR spectral region. This is more attuned to the 
identifying features of potassium chlorate, and thus ψ is a better metric for assessing 
detection/identification performance than rms error. For computing ψ, we used an unweighted 
coordinate system where the origin is given by the model-predicted H0 spectrum, which is the 
spectrum that the model predicts when setting 0 ghf . In most cases, the rms error 
metric and ψ are noted directly in the figures. 

3.2.1 POTASSIUM CHLORATE ON ROUGH ALUMINUM 

We employed our simple radiative transfer model, Equation 9, for both specular and off-
specular reflectance measurements of potassium chlorate on rough aluminum, using both αpellet 
and α as inputs. For specular angles, the use of Equation 9 is justified because of the very thin 
target (<1 µm) and the high reflectivity of the aluminum surface (applying Equation 10 gives 
nearly identical results; this suggests that target-surface reflectance is negligible). Figures 11-13 
show the results for specular angles; solution values for the model parameters are summarized 
in Table 1.   

Figure 11 shows model results for  60i  for two different concentration densities 

of potassium chlorate and using αpellet and α as inputs to the model (see caption). The potassium 
chlorate features point down, indicating that there is an attenuation or loss of energy due to the 
presence of potassium chlorate on the highly reflective underlying aluminum substrate. The 
major feature, composed of a double peak around 970 cm-1, is fit fairly well in all cases, even by 
αpellet (which does not reflect the morphology of the target), but using α (from Figure 7) markedly 
improves the spectral shape, allowing the model to fit the double peak. Visually, the fit for the 50 
and 100 μg/cm2 samples are about the same with respect to αpellet, though the rms and ψ 
metrics show that the 50 μg/cm2 sample is a better fit. Using α improves both the 50 and 100 
μg/cm2 samples, but the improvement is much more significant for the 50 μg/cm2 sample. This 
is not surprising, since α was derived from a 50 μg/cm2 sample and it should be more attuned to 
the morphology of the 50 μg/cm2 deposition. Nonetheless, using α is still an improvement for 
100 μg/cm2 in comparison to αpellet. 
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Figure 11. Model results (data in solid black, model in dashed red) applied to specular reflection 
measurements (60˚ incidence) of potassium chlorate deposited on rough aluminum at 50 μg/cm2 

(left column) and 100 μg/cm2 (right column). Top row: model results using αpellet. Bottom row: 
model results using α derived from a 50 μg/cm2 sample.  

Insets for figure show the response from 750-1200 cm-1, which overlaps the LWIR 
region. Using α improves the fit, especially with regard to the double peak (between 900 and 
1000 cm-1) observed in the data. The potassium chlorate feature at 1900 cm-1 (that was used in 
the calibration procedure, Section 2.2.3) is stronger in the model output than in the measured 
reflectance; only a slight trace of this feature is observed in the data. This was consistently 
observed: integrating sphere measurements showed the feature at 1900 cm-1, whereas in the 
ellipsometer the feature was suppressed. We do not have an explanation for this, though it may 
be a scattering phenomenon (losses in the integrating sphere are due to absorption, whereas 
losses in the ellipsometer measurements are due to extinction). 

Figure 12 is similar to Figure 11, but the model is applied to specular reflection from the 
50 μg/cm2 sample at two different incident angles (45˚ and 32˚). The model representation of 
the double peak around 970 cm−1 seems to have improved even further over as the incident 
angle becomes closer to normal (ψ gets smaller as the incident angle is reduced). We note that 
the integrating sphere reflectance measurements are for 8˚ incidence (near normal), and so the 
improvement in the fit as the incident angle is reduced may be because of an increased 
correspondence to the integrating sphere geometry. 
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Figure 12. Model results (data in solid black, model in dashed red) applied to specular reflection 
measurements of potassium chlorate deposited on rough aluminum for 50 μg/cm2 at 45˚ incidence 

(left column) and 50 μg/cm2 at 32˚ incidence (right column). Top row: model results using αpellet. 
Bottom row: model results using α derived from a 50 μg/cm2 sample. Model representation of the 

spectral features improves as θi is reduced. 

In Figure 13, we show results of the model applied to the same data as in Figure 12; 
however, the g parameter was forced to be zero. This removes the ability for the model to 
correct for path or implicitly model some scattering phenomena.  

 

Figure 13. Same data as Figure 12, except the g parameter is constrained to be zero; thus the 
effects of dispersion are not present in the model. Comparison to Figure 12 shows that the g 

parameter plays a very important role in improving spectral fit to the data.  

Since dispersion relates to pathlength through the material, and scattering is proportional 
to pathlength, inclusion of the gΔn term (g ≠ 0) may implicitly capture some of the volume 
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scattering effects from the target material (see Section 3.1.1). Model fits to the data are severely 
reduced for both αpellet and α. The relative drop in performance of the model without the gΔn 
function is much larger than the drop in performance if αpellet is used instead of α. For potassium 
chlorate, the dispersion function appears vital in order to achieve good performance. Note that a 
contrasting observation will be made with regards to ammonium nitrate (see Section 3.2.2). 

Table 1 summarizes the solution parameters for the model applied to specular 
measurements, using α. The value of h, the approximate height of the target layer, is shown 
after dividing by 10, which accounts for the order-of-magnitude discrepancy discussed in 
Section 3.2.3. For display purposes, the values of g, a0, and b0 are also scaled, as noted in the 
table. It is noteworthy that the estimated target thickness for dS = 50 μg/cm2 and h = 0.51μm 
agrees with the a priori estimate (Section 2.2.4), and additionally is consistently predicted by the 
model independently of the incident angle. The fill factor is in the expected range, and increases 
with decreasing incident angle. This may be due to obscuration of target material due to 
roughness of the aluminum substrate; as the incident angle becomes closer to normal, the 
sensor “sees” deeper into the canyons and valleys of the substrate, making more target material 
visible. Note that one could also expect the fill factor to decrease with increasing incident angle 
due to the sensor seeing deeper into canyons and valleys of the target, making more “bare” 
substrate visible. Which factor dominates will depend on the roughness scale of the two 
materials and the nature of the deposition. 

Table 1. Solution values for fitting specular reflectance measurements of potassium chlorate on 
rough aluminum, using α. 

ds θi θ f h/10 (1) g (2) (a0, b0, c0) 
(3) 

50 μg/cm2 

60˚ 60˚ 0.24 0.51 μm 19.4 (6.96, -6.98, 0.25) 

45˚ 45˚ 0.38 0.51 μm 12.5 (7.70, -8.60, 0.45) 

32˚ 32˚ 0.45 0.51 μm 9.69 (9.28, -9.47, 0.47) 

100 μg/cm2 60˚ 60˚ 0.27 0.79 μm 33.9 (12.9, -9.65, 0.053) 

(1) h is displayed divided by 10 to account for the order-of-magnitude discrepancy (see 3.2.3) . 

(2) g is displayed after multiplying by (h/10)×1·10−3 and by  11 coscos  i . 
(3) Roughness parameters a0 and b0 are shown multiplied by scaling constants 1·108 and 1·104, respectively.  

 

The product f×h is proportional to the mass per unit area predicted by the model. For the 
same incident angle, the model should predict a value of f×h for 100 μg/cm2 that is twice the 
value for 50 μg/cm2. The model is close: the ratio is only a little less than 2 at 1.74. For the three 
different specular angles at dS = 50 μg/cm2, the model sees a greater mass of target material as 
the incident angle gets closer to normal; evidently there is more signal from potassium chlorate 
as the incident angle is reduced. This can be verified through inspection of Figures 11 and 12, 
where the modulation depth of the main potassium chlorate feature increases with decreasing 
incident angle. This trend suggests that, if given a choice, a smaller incident angle should be 
preferred. We had already concluded that the model fit improved with decreasing incident angle. 
Thus, not only is there more signal, but the signal is also fit better as the incident angle is 
reduced. Finally, although we do not have a clear interpretation of the values for the parameters 
g, a0, b0, and c0, it is encouraging that all show a monotonic trend with decreasing incident angle. 
This suggests that a more controlled experiment could be designed to determine a useful 
empirical relationship of these parameters to the characteristics of the sample. 
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Applying the model to off-specular reflectance data is more challenging. There is much 
less energy observed from the rough aluminum at off-specular angles, and a much lower signal-
to-noise ratio in the data. The potassium chlorate feature at ~970 cm-1 appears in the off-
specular reflectance data with similar shape, but it is not intense, and it points up instead of 
down: there is an addition of energy due to the presence of the potassium chlorate on the 
substrate. This is an indication that the two-way attenuation term is not the dominant effect 
contributing to the measured reflectance, and that volume scattering effects or surface reflection 
from the potassium chlorate (or both) are significant. However, as discussed in Section 3.1.1, 
we think that the two-way attenuation term can approximate effects that are ignored by the 
model. Therefore, we applied both Equations 9 and 10 to the off-specular data. Note that 
Equation 9 only includes the two-way attenuation term; in order to produce potassium chlorate 
peaks in the correct polarity, Equation 9 must produce a negative (non-physical) value for either 
f or h. Equation 10, since it includes a term for the reflectance from the target surface, has the 
potential to produce physical values for f and h. Surprisingly, we observed better results using 
Equation 9 than Equation 10. Partially this is due to the numerical difficulties of fitting the more 
complicated model: Equation 9 is a special case of Equation 10, and so any solution found by 
Equation 9 can also be found by Equation 10. Additionally, it may be indicative that reflectance 
from the target surface is still negligible (even in the off-specular geometry), since explicitly 
including the surface-reflectance term in Equation 10 did not result in an improved fit. Because 
we observed better performance from Equation 9, we only present results using the simpler 
model. 

A typical example using Equation 9 is shown in Figure 14, for 50 μg/cm2 and angles θi = 
45°, θ = 41°. The left plot shows the data and model fit when all wavenumbers are used, and α 
is used in the model. The model converges to a poor solution. In the right plot, only 
wavenumbers less than 1200 cm-1 are used to fit the model. This improves the quality of the fit 
around the potassium chlorate feature between 900 and 1000 cm-1, showing that even the 
simple model can represent the off-specular reflectance signatures from the target. However, 
because larger wavenumbers did not contribute to the model fit, the results beyond 1200 cm-1 
suffer (not shown, but reflected in the increased value of the rms error statistic).  

 

Figure 14. Model results applied to off-specular reflection (θi = 45°, θ = 41°) from a 50 μg/cm2 
potassium chlorate sample. Left: all wavenumbers are used to fit the model. Right: only 

wavenumbers smaller than 1200 cm-1 are used to fit the model.  

 

An alternative procedure is motivated by the fact that the rough aluminum substrate is 
highly specular and that the off-specular reflectance is so small. Let the specular reflection be 
denoted R(θi), and the off-specular measurement be denoted R(θj), with the understanding that 

ij   . The quantity )(1 jR   is all the energy from all other reflectance angles, including the 
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specular angle; however, the majority of the energy is from the specular angle, and thus 
)()(1 ij RR    is qualitatively similar to a specular reflectance spectrum. 

 

Figure 15. Model (fit using the alternative procedure) results applied to off-specular reflection (θi = 
45°, θ = 41°) from a 50 μg/cm2 potassium chlorate sample.  

The alternative procedure circumvents some numerical issues in fitting the model to off-
specular reflectance spectra and improves both the rms error and the matching angle, ψ. In our 
experience, specular reflection spectra are robustly fit by the model, without the need of limiting 
the spectral range. Therefore, an alternative procedure is to apply the model to the “pseudo-

specular” reflection measurement )(1 jR  . The output radiance of the model, R̂ , may be 

converted back into the domain of the original off-specular reflectance measurement by 

computing R̂1 . The results of this procedure are shown in Figure 15. The resulting fit 
parameters are physical (f and h are non-negative, and 1f ), however, it is not clear how to 

interpret these parameters since they are related to )(1 jR  . The overall quality of the fit is 

much improved (rms value in Figure 15 is smaller than those in Figure 14). The representation 
of the potassium chlorate feature has also been improved, with a smaller value of the matching 
angle, ψ, compared to the left plot in Figure 14 (50.5˚→20.6˚). It is encouraging that such a 
simple model can successfully represent both specular and off-specular reflectance data of a 
contaminated rough surface. 

3.2.2 AMMONIUM NITRATE ON ROUGH ALUMINUM 

Results of the model (Equation 9) applied to ammonium nitrate at 50 μg/cm2 at 
 60i  are shown in Figure 16. Unlike for potassium chlorate, incorporating the effects of 

morphology by using α (derived from a 50 μg/cm2 sample on rough aluminum, see Figure 8) 
does not help improve the results of the model over using αpellet. Figure 16 also shows model 
results when the g parameter was constrained to be zero. The figure shows that the gΔn 
function does not significantly improve the quality of the match (also unlike potassium chlorate). 
We do not have an explanation for the differences in behavior between potassium chlorate and 
ammonium nitrate.  
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Figure 16. Model results (data in solid black) applied to specular reflection measurements for 60˚ 
incidence of ammonium nitrate deposited on rough aluminum at 50 μg/cm2. Top: model results 

using αpellet. Bottom: model results using α derived from a 50 μg/cm2 sample.  

Two model curves are shown in each plot: green gives the model result when the g 
parameter is constrained to equal zero, red is the unconstrained model. In contrast to the 
potassium chlorate results, any improvement in fitting associated with the g parameter is very 
slight. Also contrary to potassium chlorate, αpellet gives better results than α. Note that the main 
feature of ammonium nitrate that is being fit by the model is at 1400 cm-1. This is on the edge of 
the LWIR atmospheric window and (a) may be masked by H2O absorption, and (b) is at a region 
of higher sensor noise due to poorer responsivity of MCT detectors typically used in remote 
sensors. Thus, in practice this feature may not be a reliable one for detection or identification 
purposes in the LWIR. Other spectral features due to ammonium nitrate are much weaker. 
These observations illustrate that ammonium nitrate is likely to present a more difficult detection 
problem than potassium chlorate. Note that for ammonium nitrate, we computed the matching 
angle, ψ, over the 1000-1500 cm-1 range. 

Off-specular reflection measurements are well fit by the model, as shown in Figure 17, 
even for extremely low signal (right plot, 60i , 52 ). The behavior of the off-specular 

reflectance for ammonium nitrate is another contrasting point in comparison to potassium 
chlorate. For potassium chlorate the off-specular spectral shape looked similar to a mirror image 
of the specular reflectance spectrum (features appeared in the opposite polarity). For 
ammonium nitrate, the spectral shape of the off-specular and specular reflectance spectra are 
qualitatively the same, with spectral features appearing in the same polarity. This suggests that 
even for off-specular angles, the two-way attenuation term is sufficient for modeling the data, 
and surface and volume scattering effects are likely negligible. In Figure 17, the signal-to-noise 
is particularly low, and yet the spectral features are still visible and fit quite well. 
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Figure 17. Model results (data in solid black, model in dashed red) applied to off-specular 
reflection measurements of ammonium nitrate deposited on rough aluminum at 50 μg/cm2. Left: θ 

= 60° and θ = 54°. Right: θi = 60° and θ = 52°; both plots show results using αpellet. 

Solution values for the model results are summarized in Table 2. 

Table 2. Solution values for fitting ammonium nitrate on rough aluminum, using αpellet. 

ds θi θ f h/80 (1) g (2) (a0, b0, c0) 
(3) 

50 μg/cm2 60˚ 

60˚ 0.21 0.15 μm 20.0 (-3.67, -1.82, -0.17) 

54˚ 0.35 0.13 μm 9.16 (-14.9, 10.8, -5.79) 

52˚ 0.32 0.43 μm -72.2 (-3.74, 3.82, -5.98) 

(1) h is displayed divided by 80 to account for the magnitude discrepancy (see 3.2.3) . 

(2) g is displayed after multiplying by (h/80)×1·10−3 and by  11 coscos  i . 
(3) Roughness parameters a0 and b0 are shown multiplied by scaling constants 1·108 and 1·104, respectively.  

 

3.2.3 MODEL SPECIFICITY 

The simple model (Equation 9) produced good results on both potassium chlorate and 
ammonium nitrate samples (Figures 11-17). However, with enough fitting parameters in a model 
one can achieve good fit for any given data. Thus, the question of specificity of the model needs 
to be demonstrated. For example, will the fit be good if we assume that the target in the 
measurements is ammonium nitrate instead of being potassium chlorate? 

In Figure 18 we applied the model to both potassium chlorate and ammonium nitrate 
reflectance spectra but took the spectral signature from the wrong material, i.e., for the 
potassium chlorate data, the absorption coefficients of ammonium nitrate were used, and vice 
versa. The model fit is extremely poor in both cases, and thus it is unlikely these two materials 
will be misidentified as one another. 
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Figure 18. Specificity of the model. Left: Reflectance data of potassium chlorate deposited on 
rough aluminum at 50 μg/cm2, where α and ∆n used in the model are incorrectly taken for 

ammonium nitrate. Right: Reflectance data is for ammonium nitrate deposited on rough aluminum 
at 50 μg/cm2, where α and ∆n used in the model are incorrectly taken for potassium chlorate. 

3.2.4 POTASSIUM CHLORATE ON ALUMINUM MIRROR 

Potassium chlorate was deposited on a smooth aluminum surface at 100 and 400 
μg/cm2. Figure 19 shows specular reflection measurements at 60˚ incidence for these two 
samples (left column is 100 μg/cm2, right column shows 400 μg/cm2) along with model results 
using αpellet (top row) and α (bottom row). Off-specular reflectance of the potassium chlorate on 
the mirror was qualitatively similar to potassium chlorate on rough aluminum; hence, off-
specular results for the mirror surface are not presented. 

 

Figure 19. Model results (data in solid black, model in dashed red) applied to specular reflection 
measurements of potassium chlorate at 100 μg/cm2 (left column) and 400 μg/cm2 (right column) at 

60˚ incidence. Top row: model results using αpellet. Bottom row: model results using α derived 
from the 50 μg/cm2 sample. 

The left row of Figure 19 is for an identical deposition procedure and surface density and 
incidence angle as the right column of Figure 11; the only difference is the roughness of the 
substrate. The potassium chlorate feature shows slight differences between the two plots: on 
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rough aluminum (Figure 11), there is a clear double peak at 920 and 990 cm-1. On the aluminum 
mirror (Figure 19) the double peak is not resolved; the peak at 990 cm-1 appears only as a slight 
shoulder. This illustrates the impact of the surface upon which the contamination lies to the 
measured reflectance. Neither αpellet nor α (derived from 50 μg/cm2 on rough aluminum) perfectly 
recreate the observed spectral shape of the potassium chlorate on the aluminum mirror: αpellet 
cannot represent the shoulder whereas the double peak produced by α is too resolved. Thus, 
for optimal performance, optical signatures (absorption coefficients) should be measured for 
similar deposition and substrate characteristics. That being said, the differences in shape are 
not extreme, the quality of the fit (for both αpellet and α) is good, and thus a signature library 
derived only from different depositions may give sufficient performance. For the 400 μg/cm2 
deposition (right column of Figure 19), the potassium chlorate feature has begun to saturate, 
broadening the peak and making the effects of the double peak (the shoulder) less apparent. 

Table 3 summarizes solution parameters for the model. 

Table 3. Solution values for fitting potassium chlorate on aluminum mirror, using α. 

ds θi θ f h/10 (1) g (2) (a0, b0, c0) 
(3) 

100 μg/cm2 
60˚ 60˚ 

0.56 0.84 μm 27.2 (26.6, -16.4, 0.99) 

400 μg/cm2 0.99 1.10 μm 21.0 (-306, 45.7, -2.07) 

(1) h is displayed divided by 10 to account for the order-of-magnitude discrepancy (see 3.2.3) . 

(2) g is displayed after multiplying by (h/10)×1·10−3 and by  11 coscos  i . 
(3) Roughness parameters a0 and b0 are shown multiplied by scaling constants 1·108 and 1·104, respectively.  

 

It is interesting to compare to Table 1 (potassium chlorate on rough aluminum). The 
values of h and g for 100 μg/cm2 are similar between the rough aluminum and aluminum mirror 
substrates. On the aluminum mirror, the model predicts a larger fill factor, and a larger f×h 
product (proportional to target area-density predicted by the model). This is indicative that there 
is more signal from potassium chlorate on the mirror than the rough substrate, a fact that may 
be verified by inspecting the modulation depth of the potassium chlorate feature in Figures 
Figure 11 and Figure 19. Observing more signal is probably related to the larger reflectivity at 
the specular angle of the smooth aluminum mirror compared to the rough aluminum. This 
suggests that it may be more likely to detect signatures from contaminants on smoother and/or 
more highly reflective substrates. 

3.2.5 POTASSIUM CHLORATE ON PAINTED ROUGH ALUMINUM SUBSTRATE 

Potassium chlorate was deposited on a black painted aluminum surface at 50 μg/cm2 
and 100 μg/cm2. We did not know much about this substrate (n and k were not available) and 
thus, we had some choices on how to apply the model: (a) assume maximal ignorance, using 
Fresnel reflectance of ρ0 = 1, and allow the decay function to fit the (smooth portions) of the 
underlying reflectance. With this method, any spectral features in the underlying substrate will 
not be explainable by the model, but the fit of the identifying chemical features (from the target) 
may still be good enough for identification. (b) Use an auxiliary measurement of reflectance of 
the painted substrate as a substitute to the known Frensel reflectance. We had available a total 
reflectance measurement obtained from the integrating sphere. This is not for the same 
geometry as the directional reflectance measurement, but we will assume that ρ0 (Fresnel 
reflectance) for the particular incident angle is not too far from the measured total reflectance, 
and we will let the decay function modify the spectral shape in an attempt to achieve a better fit. 
The hope is that this procedure will better explain spectral features that appear in the 
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reflectance measurement that are due to the substrate. Note, that this is not the same as taking 
measurements of the H0 condition and using them directly (because the decay term allows 
modification). This might compensate for the fact that the H0 (bare substrate) has an intrinsic 
variability (see Section 2.2.6). 

Figure 20 shows model results for the 50 μg/cm2 (left column) and 100 μg/cm2 (right 
column) depositions at  60i  using both αpellet and α, using the first option, above (setting 

ρ0 = 1 in the model due to lack of knowledge regarding the substrate). Measured reflectance 
values are small (less than 0.15) indicating that the black painted surface is not very reflective; 
there are several sharp features in the 1200-1800 cm-1 range that are attributable to the 
substrate. Spectral features due to the painted substrate are evident in the 1200-1800 
wavenumber range. Despite not using any specific information about the substrate, the 
potassium chlorate feature near 1000 cm-1 is fit fairly well by αpellet and α, but the feature points 
up; it is the opposite polarity in contrast to Figures Figure 11, Figure 12, and Figure 18. 

 

Figure 20. Model results (data in solid black, model in dashed red) applied to specular reflection 
measurements of potassium chlorate deposited on painted aluminum at 50 μg/cm2 (left column) 
and 100 μg/cm2 (right column), assuming that the Fresnel reflectance from the substrate, ρ0, is 1. 

Top row: model results using αpellet. Bottom row: model results using α derived from the 50 μg/cm2 
sample. 

There is an addition of energy because of the presence of the potassium chlorate, 
overall it is more reflective than the underlying substrate. In one regard the poor reflectivity of 
the substrate is problematic for the model: not many transmitted photons that interact with the 
substrate will reflect back to the sensor, R0 times the two-way transmission term will be small, 
and it is less likely that the volume scattering term (and the surface reflection term, in the case 
of Equation 9) will be negligible. However, as discussed in Section 3.1.1, we think that the two-
way attenuation term can approximate effects that are ignored by the model. Evidently this is 
true, as indicated by the good fits to the potassium chlorate feature obtained in Figure 20, which 
used Equation 9. Note, however, that Equation 9 necessarily must result in h or f to be negative 
(non-physical) in order to produce peaks in the observed polarity. Equation 10, since it includes 
a term that directly models the reflectance from the surface of the potassium chlorate, has the 
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potential to produce features with the correct polarity without resorting to non-physical 
parameters. We will discuss the differences between Equations 9 and 10 applied to the painted 
aluminum substrate shortly, but first we will turn to the second option in modeling the substrate. 

Figure 21 is identical to Figure 20, except that an auxiliary reflectance measurement of 
the bare painted aluminum substrate is used in lieu of the Fresnel reflectance. The features in 
the 1200-1800 cm-1 range are now excellently fit by model, and the fit to the main potassium 
chlorate feature around 1000 cm-1 is improved slightly as well. The fit beyond 1800 cm-1 is poor, 
evidently there is a difference in spectral shape between the auxiliary reflectance measurement 
and the observed reflectance of the substrate over this range. Note that αpellet and α visually 
appear about equally well-suited for representing the spectral shape of the potassium chlorate 
on painted aluminum; the ψ metric shows that αpellet is better. 

 

Figure 21. Model results (data in solid black, model in dashed red) applied to specular reflection 
measurements of potassium chlorate deposited on painted aluminum at 50 μg/cm2 (left column) 

and 100 μg/cm2 (right column), except that the Fresnel reflectance term, ρ0, is taken from an 
auxiliary integrating sphere reflectance measurement of the bare painted aluminum substrate. 
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Figure 22. Identical to top row of Figure 21, except Equation 10, which is the more complicated 
model that includes reflectance from the surface of the target is used, instead of Equation 9. 

As discussed above (and in Section 3.1) it is expected that Equation 10 will be a more 
physically appropriate model when the substrate is not very reflective. Comparing Figure 22 to 
the top two plots of Figure 21, the fits using Equation 10 are as good or better than those using 
Equation 9. But more importantly, the parameter estimates using Equation 10 are positive (f = 
0.16 and h = 1.40 μm for 50 μg/cm2 and f = 0.17 and h = 1.26 μm for 100 μg/cm2). Using 
Equation 9, the parameter estimates were f = -0.61 and h = 0.35 μm for 50 μg/cm2 and f = -0.67 
and h = 0.41μm for 100 μg/cm2).  

3.2.6 AMMONIUM NITRATE ON PAINTED ROUGH ALUMINUM 

Ammonium nitrate on painted aluminum was very challenging. As with potassium 
chlorate, we analyzed the data in two ways: (a) assuming Fresnel reflectance ρ0, and (b) using 
an auxiliary reflectance measurement from the integrating sphere as ρ0. The results are shown 
in Figure 23. Unlike the potassium chlorate case, there are no evident features associated with 
the target, and the model produces poor fits to the data.  

 

Figure 23. Model results (data in solid black, model in dashed red) applied to specular reflection 
measurements of ammonium nitrate deposited on painted aluminum at 100 μg/cm2. Left: 

assuming no knowledge about the substrate (ρ0 assumed to be 1). Right: using an auxiliary 
measurement of the substrate reflectance. 

To shed more light on the situation, we fit the model (using the auxiliary measurement of 
ρ0) forcing the f, h, and g parameters to be zero, i.e., it was assumed that no ammonium nitrate 
was actually present. Figure 24 (top plot) shows this result, where the wavenumber range was 
limited to wavenumbers less than 1800 cm-1 (this was the region where we observed the 
measured ρ0 to allow a very good fit for the potassium chlorate data, see Figure 21. Here, the 
model fit is good, with some slight discrepancies. The bottom plot of Figure 24 shows the 
residual between the model and the data (red). 
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Figure 24. Model results to ammonium nitrate at 100 μg/cm2 on painted aluminum when it is 
assumed that no ammonium nitrate is present (i.e., f, h, g are forced to equal 0) and knowledge 
about the substrate is used. Top: model results (dashed red) fit the data (black) well, with some 

slight discrepancies. Bottom: model residual (dashed red) is plotted along with ρ0 (solid blue) and 
an experimentally determined relative-reflectance spectrum of ammonium nitrate on painted 

aluminum (dotted green, see text).  

The curves are shown in arbitrary units, offset and scaled for comparison purposes. The 
residual looks almost identical to the ρ0 spectrum, but there is correlation between the 
ammonium nitrate spectral shape and the painted aluminum substrate. If the ammonium nitrate 
is actually present, then we would expect the residual to show a trace of the ammonium nitrate 
spectral shape. However, the residual looks similar to the reflectance of the painted aluminum. 
This indicates, perhaps, that the model is unable to perfectly model the substrate reflectance 
using the measured ρ0 and the decay term. However, we can also compare to the observed 
reflectance of the sample as measured in the integrating sphere, where we ratio to a bare 
painted aluminum reflectance spectrum measured in the integrating sphere. The result is a 
relative reflectance due to the ammonium nitrate alone (shown in green). Clearly, there are 
spectral features in common between the ammonium nitrate and the painted aluminum 
substrate. We believe that this correlation between spectral features is the source of the 
difficulty in analyzing the ammonium nitrate/painted aluminum samples (a similar problem 
affects potassium chlorate on a polymer-coated aluminum in the field data, see Section 4.2.2). 
The presence of ammonium nitrate in the data might be encoded in the peak around 1070 cm-1: 
in the residual, the peak around 1070 cm-1 looks more intense in comparison to the peak at 
1000 cm-1 than in the ρ0 spectral shape; there is a peak in the ammonium nitrate spectrum at 
this location that could account for this difference. 
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4. RADIATIVE TRANSFER FOR A TARGET ON ROUGH SUBSTRATE IN FIELD 
EXPERIMENT 

Our objective is to explain the open atmosphere field measurements of contaminated 
rough surfaces by passive longwave infrared hyperspectral imagers with a simple radiative 
transfer model. We leverage on our observation that the rough surface reflectance )(0 R  has a 

relatively narrow angular distribution ( 5~  around the specular direction) for our rough 
aluminum measurements. We speculate that though in the field the contaminated surface is 
illuminated by a diffuse downwelling atmospheric radiance, the most dominant contribution to 
the field measurements is in the specular direction. Thus, we can adopt a one-dimensional (1D) 
approach where we consider only the input radiance, L, along the specular line-of-sight (LOS). 
This is equivalent to saying that the diffuse radiation field can be represented by some effective 
input radiance along the LOS (similar to the concept of the diffusivity factor30). Therefore, the 
field model is always a specular model, with  i . In our particular field measurements, the 
angle θ was 45o, with the specular input radiance coming from the zenith. 

4.1 THEORY 

Let the target have transmission t and reflectivity Rt, hence, the target’s emissivity is 
tRt 1 . Let the rough surface have reflectance R0 and a zero transmission, hence the 

surface emissivity is 00 1 R . In the most general case, the temperature, T, of the target, 

and the temperature, T0, of the substrate are allowed to be different. In the following, the Planck 
radiation curve associated with a blackbody at temperature T will be denoted B(T). 

The radiative transfer for such a system is given with a linear mixture model (Equation 1) 
by: 
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where the first term, ])([)1( 000 RLTBf   , contains the thermal self-emission of the 

surface, )( 00 TB , and the atmospheric downwelling radiance reflected by the uncontaminated 

portions of the surface, 0RL . Note that for an opaque surface ( 00 t ), 

)]([)()( 000000 TBLRTBRLTB   is a function of the thermal contrast, )( 0TBL  . The 

second term in the mixture model includes the following contributions: tRTB 0)(  is the target’s 

self-emission that is reflected by the rough surface and transmitted through the target; )(TB  is 

the target self-emission; tTB )( 00  is the surface self-emission transmitted through the target; 
2

0)1( tLRRt  is the downwelling radiance reflected by the surface and attenuated by the target 

(two way transmission); and LRt is the downwelling sky radiance reflected by the target. This 
model assumes that the contaminated surface is close to the sensor (i.e., the stand-off distance 
is small), since there is no intervening atmospheric transmission between the sensor and the 
contaminated surface appearing in the model, and multiple reflections between the target layer 
and the underlying surface are also neglected. 
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The substrate and target are potentially rough surfaces, and therefore the reflectivity 
terms Rt and R0 are modeled using the decay model (Equation 3, Section 2.1.1) with roughness 
coefficients ),,( ttt cba  and ),,( 000 cba , respectively. The target’s transmission is modeled in the 

same way as Section 3.1.1. The effective source radiance, L, is an unknown spectral vector and 
must be estimated from the data or by some other means. To account for the fact that L is an 
estimated quantity, and may not be absolutely correct, we add a gain and offset parameters to 
the model, so that 21 lLlL  . Therefore, the full field model is achieved by substituting 
Equation 12 into Equation 11. 
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The full model has 13 unknowns ),,,,,,,,,,,,( 210000 llTcbaTcbaghf ttt . Note that using 

the decay model for the reflectivities of the target and underlying surface impacts the 
emissivities ),(  s  in Equation 11. We note that computing emissivity from directional 
reflectance is correct because the general form of Kirchhoff’s law (reference 10, Equation 3-12) 
states that under thermodynamic equilibrium a detailed radiative balance should be maintained 
between absorption and emission for both angle and wavelength, ),(),(  absorption . 

Hence, for an opaque body we can write ),(1),( 00  R . We can follow the same 

solution process as described in 3.1.3, however, as with the lab model, the numerical procedure 
can benefit from a fewer number of parameters. Thus, there are several simplifications of 
Equations 11 and 12 that should be considered. 

First, as is done with the lab model, the surface reflectance from the target may be 
neglected, eliminating the ),,( ttt cba  parameters. Secondly, it is possible that the material and 

surface temperatures will equilibrate to the same value, 0TT  . These two simplifications result 

in a simpler form of the model,  

    2
000 1)()( ftfTBLRTBM   (13) 

with only 9 parameters, ),,,,,,,,( 210000 llcbaTghf . This is the form that we implemented 

and used in the results Section 4.2.2. Furthermore, we observe in the results (Section 4.2.2) 
that we achieve a good fit in the model extracting L from a diffuse gold panel (visible in the 
hyperspectral imagery) where the solution values of l1 and l2 are close to 1 and 0, respectively. 
This is an indication that the estimated L from the diffuse gold is a good estimate for the model, 
and thus it may be possible to remove the l1 and l2 parameters. This would result in a model with 
only 7 parameters, which is slightly more complicated than Equation 9. 

It can be shown that the field model (Equation 11) reduces to the lab models (Equations 
9 and 10), depending on whether Rt is neglected). Divide Equation 11 by the source radiance L 
to convert to reflectance, R, and assume that the source intensity L>>B(T) and L>>B(T0), hence, 
self-emissions from the surface and the target are negligible. For example, 
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)9.()13.( EqREq
L

M BL    . The equivalent brightness temperature of the external source 

used in the lab experiment is on the order of a thousand Kelvin or more, whereas ambient lab 
temperature is ~300K. 

4.2 RESULTS 

In this section we show results analyzing field data, where potassium chlorate was 
deposited on one of two types of substrates, and placed 10 m away from a passive LWIR 
hyperspectral sensor. The sensor collected 17 sequential data cubes in time, which were 
averaged in order to increase the signal to noise ratio. Section 4.2.1 shows results from a black, 
non-reflective material. Section 4.2.2 shows results from aluminum that, unfortunately, was 
coated with an unknown polymer. This reduced the correspondence to the samples measured 
in the lab on rough aluminum (Section 3.2). Additionally, the polymer and potassium chlorate 
spectral shapes correlate, further complicating the analysis. The same error metrics described 
in Section 3.2 (rms error and matching angle ψ) are used in this section to judge the quality of 
the fits.  

4.2.1 POTASSIUM CHLORATE ON BLACK SURFACE 

The black material in the hyperspectral imagery was mostly featureless, and appeared 
similar to a Planck blackbody spectrum at 329 K. Assuming that the opaque black material was 
actually a blackbody with emissivity ε0 = 1 allowed for a convenient simplification of Equation 11. 
In this case, there is no need to model an input radiance (since ε0 = 1 implies R0 = 0), and the 
model reduces to  1)( 0  tTfTBM  where )()( 0 TBTBT   and t is the one-way 

transmission of photons emitted from the substrate through the target layer. The results, in 
Figure 25, are shown in brightness temperature in order to remove the slope associated with the 
Planck blackbody curve. Absorption coefficients from the KBr pellet method were used in the 
model. There is some lack of fit that may suggest the model was over simplified, however, even 
the simplified model provides a good fit. 

 

Figure 25. Model results applied to field measurements of potassium chlorate deposited on a 
black (non-reflective) substrate, using αpellet.  

4.2.2 POTASSIUM CHLORATE ON ROUGH ALUMINUM 

The rough aluminum substrate considered in the field was not the same substrate as 
considered in the lab. The intention was that information we learned and conclusions we made 
regarding rough aluminum in the lab would be able to be validated using the field 
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measurements. However, an unknown transparent polymer coating covered the aluminum used 
in the field. This reduced the correspondence between the lab and field scenarios, and of 
course, the field is additionally complicated by more complex radiometry due to diffuse 
atmospheric radiance that does not occur in the lab. In order to apply the model to the field data, 
we used an auxiliary reflectance measurement of the bare coated aluminum surface. We have 
already shown in Section 3.2.5 that auxiliary reflectance measurements can be used 
successfully to represent spectral features due to the substrate. The input radiance, L, needed 
for our model was taken from a diffuse gold panel that was placed in the scene. The field model 
includes gain and offset parameters l1 and l2 that allow modifying the input radiance in case it is 
a poor estimate; however, in all cases 11 l  and 02 l , indicating that the diffuse gold panel 
provides a good estimate of the effective LOS radiance input on the samples.  

Figure 26 shows results of the model. In the left plot, the data comes from an area in the 
image where the coated aluminum is not contaminated with potassium chlorate (the H0 
condition). The model result (dashed green) is found using Equation 13 but fixing target 
parameters f, h, and g to zero. The good quality of the fit indicates that the one-dimensional 
representation of the diffuse input radiance and the auxiliary measurement of the reflectance 
from the coated aluminum substrate are successful in modeling the H0 radiance. In the right 
plot, the data are from an area of the image where the coated aluminum is contaminated with 
potassium chlorate (the H1 scenario). Two model curves are shown in each plot. The red 
dashed curve is an unconstrained fit, where the model will increase (or decrease) all 9 
parameters in Equation 13 in order to improve the fit. The green dotted curve is constrained 
such that those parameters associated with the target are forced to be zero (i.e., 0 ghf
). For both the H0 and H1 data the two fits are essentially identical! Thus, although the model 
successfully fits field radiance from contaminated and uncontaminated coated aluminum, the 
model apparently cannot detect or identify the presence of potassium chlorate in this instance. 
Although the model can successfully represent field radiance from both contaminated and 
uncontaminated coated aluminum, the model is unable to detect or identify the presence of 
potassium chlorate. 

 

Figure 26. Model results applied to field measurements of potassium chlorate on a coated 
aluminum substrate, using αpellet. Left: H0 data (potassium chlorate is absent; black) fit with 

Equation 13, where target parameters f, h, and g are constrained to equal 0 (dashed green). Right: 
H1 data (potassium chlorate is present; black) is shown along with two model fits: unconstrained 

(red) and constrained such that f = g = h = 0 (dashed green).  

To shed light on the issue, we took the ratio of the H1 spectrum to the H0 spectrum, to 
create a relative reflectance spectrum. The H0 and H1 spectra are shown in the top plot of 
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Figure 27, and there is a clear difference in the magnitude of the radiance over the 800-1000 
cm-1 range. The relative reflectance spectrum, H0/H1, is shown in black in the bottom plot in 
Figure 27, along with two other curves. The dotted green curve shows the auxiliary reflectance 
measurement, R0, of the uncontaminated polymer-coated aluminum substrate (scaled for 
display purposes). 

 

Figure 27. Top: H0 and H1 radiance shown in blue and black, respectively. Bottom: relative 
reflectance (H0/H1, black) is plotted with the auxiliary reflectance measurement of the 

uncontaminated polymer-coated aluminum substrate (green) and a potassium chlorate spectrum 
(red) derived from αpellet (a model fit for H0/H1 using Equation 9 assuming R0 = 1).  

 

The relative reflectance and the substrate reflectance curves are highly correlated and 
look very similar. Also shown, in dashed red, is a model fit using αpellet for potassium chlorate, 
assuming R0 = 1 (in order to determine how well the relative reflectance can be explained by 
potassium chlorate, only); it is correlated to both the relative reflectance and the substrate 
reflectance curves. The correlation makes it very difficult to identify the presence of the target, 
since mathematically the observed spectral shape in the data can be explained by either the 
substrate or the target. This is similar to the ammonium nitrate on painted aluminum, where 
there was a correlation between the substrate and the target, and a lack of clear target features 
in the data (Section 3.2.6).  

We also applied Equation 9 directly to the relative reflectance spectrum, using both αpellet 
and the spectral shape from the substrate reflectance, R0. Figure 28 shows these results, which 
show quite a good fit. Again, though, because of the ambiguity caused by the correlation 
between the substrate and the target features it is unclear if these results could be used for 
reliable detection/identification of potassium chlorate on this particular substrate. More data and 
experimentation would be necessary to determine the performance metrics (false alarm rate, 
detection limits, etc.) of the model.  
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Figure 28. Result of applying the lab model (Equation 9, designed for reflectance) to the relative 
reflectance spectrum from Figure 27, using αpellet and the residual reflectance shape of the 

uncontaminated target (the auxiliary reflectance measurement, R0).  

 

5. SUMMARY  

We developed a radiative transfer framework for measured radiance from contaminated 
rough surfaces. Formulating a model to explain radiance measurements is a first important step 
for solving the detection problem. Our framework is a combination of theoretical-based radiative 
transfer (conservation of energy), an empirical approximation for reflectance of rough surfaces 
(with the decay function ),,( cbaD ) and empirical modifications of the target absorption 
coefficients (the function ng ). In our modeling effort we neglect (a) multiple reflections between 
the target regions and the bare substrate—hence our mixture model, Equation 1, is linear with 
the fill-factor f—and (b) scattering events within the target’s volume (which require knowledge of 
scattering functions that are dependent on target’s particles shape, size and orientation; we 
decided to avoid these complications). However, we think that the g∆n term is related to 
scattering: this term accounts for variations in pathlength which in turn will correlate with the 
probability of scattering within the target. 

The full form of the radiative (Equation 11) transfer model is a one-dimensional radiative 
transfer model (i.e., one angle is used in place of the full diffuse radiance field) where the target 
and the substrate may be at two different temperatures, and emission terms are included 
(appropriate for field measurements). The full model reduces to a model that explains observed 
reflectance (specular or off-specular) where the incident radiation is from a strong directional 
source (Equation 11 → Equation 10), which represents the ellipsometer (lab) measurements. 
Further simplifications that reduce the number of parameters appearing in the model may be 
made (e.g., Equation 10 → Equation 9). Since the model is fit through a numerical optimization 
routine, reducing the number of parameters helps in the solution process. In the simplest model 
(Equation 9) the unknown parameters are the fill factor, f, target height, h, dispersion factor, g, 
and roughness coefficients a0, b0, c0. In the analysis of potassium chlorate and ammonium 
nitrate reflectance measurements collected in the lab, the simpler model (Equation 9) was 
sufficient. 

Although the simplicity of the model makes the numerical optimization procedure 
comparatively easier, and leaves fewer mathematical degrees of freedom with which to fit 
arbitrary spectral shapes (i.e., exhibits higher specificity and reduces the danger of overfitting 
the data), the disadvantage is that if the model is too simple, the solution parameter set may not 
attain physical values (e.g., 0 < f < 1 or h > 0). This hurts the interpretability of the model, and 
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raises questions about how to algorithmically conclude that a specific target is present. For 
example, if the model was perfect, and h was a good estimate of the true material height, then 
one could simply threshold the value of h to give a detection result. This is not possible if h is 
non-physical. However, nonphysical values do not necessarily invalidate the results of the 
model. For example, if the model fits observed spectral features in a measured spectrum by 
using a signature from a particular material, the conclusion that the material is actually present 
can still be the correct decision, regardless of the values of the parameter set.  

Our radiative transfer model for reflectance (Section 3.1) produced good results 
(excellent fit between the model and the measurements) for lab measurements (using strong 
directional incidence) of potassium chlorate on rough aluminum, painted aluminum, and an 
aluminum mirror; good results were also obtained for ammonium nitrate on rough aluminum. 
Ammonium nitrate on painted aluminum was more complicated due to a spectral correlation 
between ammonium nitrate features and spectral features in the polymer-coated painted 
aluminum.  

We observed that most of the signal energy came from the specular direction (high 
signal-to-noise ratio), very little energy from off-specular (low signal-to-noise ratio). 
Nevertheless, fits to off-specular reflection were good, though more challenging (especially for 
potassium chlorate). Because of the highly specular nature of these rough substrates, the ability 
of the model to explain off-specular reflection is of lower importance. We also observed high 
specificity with respect to ammonium nitrate and potassium chlorate: in both cases the model 
failed to fit the data when the wrong material was assumed to be present. 

The specular behavior of the substrates also caused us to develop the hypothesis that 
the diffuse atmospheric radiation field (which is complicated) may not need to be modeled, and 
that a one-dimensional model propagating the specular LOS radiance (Equation 11) may be 
sufficient to explain the field-measured radiance. The field data was complicated by the fact that 
the aluminum substrate in the field was not the same aluminum that we analyzed in the lab (it 
was coated by a polymer; as with ammonium nitrate on painted aluminum, there was a spectral 
correlation between the substrate and the target signature). The one-dimensional model 
successfully predicts the radiance from the uncontaminated and contaminated polymer-coated 
aluminum; however the correlation complicates the detection decision. 

Our model is formulated such that two-way attenuation (by absorption) through the 
target material is the primary source for spectral features to appear in the observed radiance. 
Therefore the absorption coefficient, α, is an important input to the model. We deduce the 
absorption coefficient for the target from integrating sphere transmission measurements of a 
dilute KBr mixture (pellet). This does not capture the morphology of the material deposition 
(roughness, irregularities, etc.), but can model the data well; the advantage of the pellet method 
is that only one reference spectrum per target material is required. However, morphology can be 
important, and αpellet may result in insufficient model fits. We described an experimental 
procedure in which to obtain estimates of α that include morphology (Sections 2.1.3 and 2.2.3). 
This may require more than one reference spectrum (more than one α) per material to cover the 
different deposition morphologies. One also may need to account for different substrates, since 
we have empirical evidence that the nature of the underlying substrate will affect the final 
morphology, even for an identical deposition procedure (compare Figure 11, right plots, with 
Figure 19, left plots, which have the same deposition of potassium chlorate on a rough versus 
smooth aluminum surface). Measuring all possible morphologies on all possible substrates is 
probably not an achievable product.  
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This study was conducted over a short time (six months) and thus, due to the limited 
available data (limited lab measurements were conducted during this period) our conclusions 
and models need to be further verified and tested on larger data sets. 

5.1 MAIN INNOVATIONS, IDEAS AND INSIGHTS 

 Non-uniformity of the surfaces: we observed that the directional reflectance from 
brushed aluminum varied greatly as a function of orientation and location. Significance: it 
may be unrealistic to assume that reliable H0 (target absent) measurements can be 
taken from some part of a surface and be used (without modification) in the radiative 
transfer model. 

 A model to describe angular reflectance of a rough surface using an exponential decay 
term modifying the theoretical Frensel reflectance (Section 2.1.2, Equation 3). This 
model is an empirical extension of a theoretically based derivation. Significance: This is 
a first step towards building a model for a contaminated rough surface. In addition, we 
observed that auxiliary H0 measurements can be substituted for the theoretical Fresnel 
reflection, and used successfully in the radiative transfer model (the decay term is able 
to account for some amount of variation). 

 A procedure (credited to Barry Williams) for directly measuring intrinsic absorption 
coefficients without the effect of scattering losses. This method uses transmission 
measurements through an integrating sphere to detect scattered photons. Significance: 
the method enables development of a signature library of α coefficients, which is the 
primary input to the radiative transfer model. Absorption coefficients are rich in spectral 
information. 

 A procedure to measure absorption coefficients that capture the morphology of the 
target deposition, which is based on calibrating an integrating sphere reflectance 
measurement to the integrating sphere transmission measurement (see Sections 2.1.3 
and 2.2.3). Significance: can improve the signature library by incorporating morphology 
effects, however, due to different morphologies and depositions, more than one 
signature per material might be required.  

 Non-Lambertian surfaces and the importance of specular angle direction. We observed 
that for the rough aluminum most of the reflectance (see Section 2.2.1) is in the specular 
direction. Contaminated rough aluminum samples were also highly specular in nature. 
Significance: (a) It allows simplifying the radiative transfer model to be based on a two-
way attenuated incident radiation, and (b) allows the diffuse radiation field to be ignored. 
We hypothesize that in field measurements, the best location for the sensor is where the 
specular ray has the highest thermal contrast (in the case of the longwave IR spectral 
region) or points to the sun (in the midwave or shortwave IR).  

 Modifications of the transmission in an absorbing medium (the target) with the function 
ng  (see Section 3.1.1). Significance: This empirically-motivated modification accounts 

for variations in pathlength in the target medium as a function of wavelength; we 
hypothesize that this term may implicitly account for some volume scattering that does 
not explicitly appear in our model (since the probability of scattering is related to the path 
through the material). 
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 Deeper spectral signatures were observed for specular reflectance measurements of 
potassium chlorate on rough aluminum as the incident angle became smaller (closer to 
normal). Significance: In operational scenarios it may be beneficial to set up the 
measurement geometry using a small incident angle. 

5.2 OPEN QUESTIONS 

 In this study we studied only a few samples. Thus, the validity of our model and 
observation need to be further studied and verified. 

 How well our rough surface reflectance model (the decay model) work on other surfaces 
(e.g., dielectric materials such as wood and soils)? 

 Can the empirical coefficients ),,( cba in the decay function (Equation 3) can be expressed 
as a function of roughness properties?  

 Can we provide a solid physical explanation for our ng function and for the second 
order polynomial in the decay function ),,( cbaD ? Our explanation of the two is not 
rigorous.  

 Why is capturing the morphology of the potassium chlorate deposition (using α instead 
of αpellet) important, whereas for ammonium nitrate it is not?  

 Why is there a qualitative difference in the behavior of off-specular reflectance between 
potassium chlorate and ammonium nitrate (for ammonium nitrate the specular shape for 
off-specular and specular are similar; for potassium chlorate there is a polarity change). 

5.3 FUTURE RESEARCH 

 Explore the implications of our radiative transfer model on signal processing detection 
algorithms. Evaluate the performance of the model in detecting and identifying different 
targets. 

 Improve the physical radiative transfer model by including multiple reflections between 
the target and underlying surface, in the hope that a more accurate model will reduce the 
mathematical non-uniqueness of the solution and reduce the likelihood of non-physical 
solution values (e.g., negative h and 1f ).  

 Improve the numerical optimization routine (the Newton-Raphson method) for improved 
robustness. 

 Conduct more lab measurements on different contaminated rough surfaces (different 
surfaces and targets).  

 

6. RECOMMENDATIONS 

Our radiative transfer model produced good results in the lab where an active directional 
radiation source (ellipsometer) was used and reflectance was measured at the specular 
direction. Develop a hand-held field sensor with its own source and a specular collection 
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geometry (is there a particular incidence angle that is optimal?). This may enable identification 
of ammonium nitrate in the LWIR region, since the atmospheric transmission window will have 
no impact over very short stand-off distances. 

Model results applied to field data for as aluminum substrate were inconclusive. There 
were too many differences between the lab measurements and the field scenario that prevented 
translating conclusions made in the lab to the field. We recommend repeating the field test in a 
more controlled fashion. In addition, obtain angularly resolved spectral measurements of the 
atmospheric downwelling radiance to verify the importance of the specular direction. 
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